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1 Hardware Requirements

The hardware used for this research study is an Apple Macbook air laptop with 8Gb ram
and MacOS operating system as shown in the figure.

Figure 1: Hardware Requirements

2 Software Requirements

The entire implementation of this research project was done in Google collaboratory using
Python Programming language.As shown in the figure 2, Google Collab is browser based
service to create and execute notebook with python and there is no need of installation
on your computer.
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Figure 2: Programming Software

3 Implementation

The implementation of the entire research project is performed in 5 python notebooks
which are as under.

• Automated EDA.ipynb

• Data Preparation.ipynb

• modelling.ipynb

• Synthetic data generation using gan.ipynb.

• Smote.ipynb.

The following libraries were used in implementation of this research study.

• Tensorflow.

• imblearn

• numpy.

• matplotlib.

• Pandas Profiler

• pandas.

• Tabgan.

• sklearn.
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4 Dataset Description

• The dataset used in this research is bank loan status dataset available in Kaggle at
the below URL. https://www.kaggle.com/datasets/zaurbegiev/my-dataset.

• It consists of 1,00,000 rows and 19 features where the target variable is Loan-Status.

5 Data pre-processing

• The dataset is uploaded to the google collab environment and pre-processed.The
notebook that performs this operation is Data preparation.ipynb as shown in the
figure.Few of the data cleaning operations are shown in the below figures.The pre-
processed data is stored in an excel file for further use.

Figure 3: Missing values

Figure 4: Duplicate rows
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6 Synthetic Data Generation

After data-preprocessing , synthetic data is generated for tackling class imbalance using
GAN.The notebook that implements this is called Synthetic data generation using gan.ipynb.
The following figures display few of the important code snippets from this notebook.

Figure 5: Tabgan Data Generator

7 Modelling on balanced and imbalanced data

Before data is balanced,modelling is performed on imbalanced data using algorithms
like Logistic Regression,Decision Tree and RandomForest.This phase is implemented in
modelling.ipynb notebook.

4



Figure 6: Model Building

Figure 7: Model Building

7.1 Modelling on data balanced using GAN

Data is balanced using GAN by oversampling the minority class by adding the synthetic
records generated.Hyperparameter tuning is performed and models are optimized for
metric recall as shown in the following figures.This phase is implemented in the notebook
file Synthetic data generation using gan.ipynb.

5



Figure 8: Hyperparamter Tuning

7.2 Modelling on data balanced using SMOTE

Data is balanced using SMOTE by oversampling the minority class by adding the syn-
thetic records generated.Hyperparameter tuning is performed and models are optimized
for metric recall as shown in the following figures.This phase is implemented in the note-
book file SMOTE.ipynb.

Figure 9: SMOTE
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Figure 10: Hyperparameter Tuning

8 Evaluation of Implemented Methods

Three experiments were carried out.First was modelling on the imbalanced data and
second was modelling on the data balanced data using GAN.The third experiement in-
volved modelling on the data balanced using SMOTE.The results of these experiements
were compared by classification report and ROC-AUC plots. The figures below show the
logistic regression model built in three experiments.

Figure 11: Experiment 1
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Figure 12: Experiment 2

Figure 13: Experiment 3
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Figure 14: Experiment 1:Code for Plotting ROC-AUC Curve

Figure 15: Experiment 1: ROC-AUC Curve
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Figure 16: Experiment 2: ROC-AUC Curve

Figure 17: Experiment 3: ROC-AUC Curve
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