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Vrushali Bhanudas Darade
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1 Overview

This is the research project manual for ”Deep Learning and Natural Language Processing
for Suicidal Ideation Using Instagram Posts.” This will be a step-by-step guide for setting
up the environment, pre-requests, and running the code.

2 Hardware/Software Requirements

2.1 Hardware Requirements

The hardware configuration of the system on which this research project is build and
executed are as follow:

• Operating System: Windows 10 Home Single Language, version - 21H2.

• Processor: 11th Gen Intel(R) Core(TM) i5-11300H @ 3.10GHz 2.61 GHz

• Storage: 458 GB

• RAM: 16.0 GB

2.2 Software Requirements

Software’s required for build and execution:

• Integrated Development Environment: Google Colab

• Scripting Language: Python 3.7

• Cloud Storage: Google Drive

• Other Tool: Notepad ++, overleaf, Excel

3 Setting up environment

3.1 Google Colab

The setup begins with Google Colabs. First go to the official website of Google Colab,
followed by enabling the GPU for processing.
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Figure 1: Google Colab

4 Data Selection

The data used in this study was obtained from Kaggle’s dataset repository. This dataset
contains over 20k Instagram images along with a.csv file containing the caption data.

Figure 2: Google Colab
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Figure 3: Google Colab

5 Data transformation and Model Building

5.1 Upload data on Google Drive:

Data is directly uploaded to Google Drive using the python package provided by Kaggle,
as shown in the Figure 4 below.

Figure 4: Data upload on Google drive

5.2 Package installations and library importing

This research applied use of the following libraries for data pre-processing, model building,
and evaluation:

• Ftfy

• NTTK

• genism.models

• DeepFace

• CV2
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• TensorFlow

• Keras

• Sklearn.metrics

Figure 5: Imported Libraries and packages

Figure 6: Imported Libraries and packages
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Figure 7: : ftfy package downloading and installation

5.3 Google drive and Google Colab connection:

Google Colab is linked to Google drive for data access, shown in the below Figure 8:

Figure 8: Google drive mount

5.4 Data read, transform and splitting:

5.4.1 Text Data

The data is read into the Dataframe and verified in the first step, as shown in Figure 9.

Figure 9: Caption Data file

Following that, writen custom functions for cleaning up the text data using various
Python libraries and methods, as shown in the Figure 10 below.
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Figure 10: Clean up methods

After cleaning up the data, I tokenised the word and converted the list into a 2D array
for model building.

Figure 11: Word Tokenisation
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Data is then split for text, train and validation into 60:20:20

Figure 12: Data split into 60:20:20

5.4.2 Image Data

Loading train and test data for model implementation

Figure 13: data load from Google drive

Data Augmentation for data transformation and pre-processing

Figure 14: Image data transformation

6 Model Implementation:

6.1 Long-Short term memory:

The Figure 15 below depicts an LSTM model with 128 LSTM layers, an input gate value
of 300, a forget gate value of 300, and an output gate value of 140.
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Figure 15: LSTM model for Caption Analysis

Finally compiling the model with ”binary crossentropy” as loss and ”adam” optimizer.

Figure 16: LSTM model compile and model.fit

The LSTM model is enhanced by the addition of CNN for improved performance.
Before the LSTM layers, CNN layers with filter 32, activation ’relu’, and pool size 2 are
added. The Figure 17 below depicts this.

Figure 17: LSTM with CNN Model

6.2 VGG16:

The below Figure 18 illustrates the implementation of VGG16 model. While implement-
ing the model, last layer of the model is removed.

Figure 18: Pre-trained VGG1 model
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Figure 19: VGG1 model

Figure 20: VGG16 Model fit

7 Model Evaluation:

The models are then evaluated by comparing train and test accuracy and loss using
various graphs. Then, for each evaluation, a separate classifier report is generated to
provide a better understanding of accuracy, precision, and recall.

Figure 21: Model Accuracy Plot

Figure 22: Model Loss plot
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Figure 23: Model Prediction

Figure 24: Model classification

8 Testing:

The implemented model is then tested individually against a text and image dataset to
determine the predictability of the developed models. Models that have been saved are
reloaded and checked by passing an image to determine whether it is or is not suicidal.

Figure 25: Model reload and testing

The classification of suicidal and non-suicidal identification is shown in the images
below.

Figure 26: Non-suicidal post Figure 27: Suicidal post
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