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Deep Learning and Natural Language Processing for
Suicidal Ideation Using Instagram Posts

Vrushali Darade
x21123764

Abstract

Suicide is a global problem 1. Every year, more than 8 million people die due to
suicide, which means one person commits suicide every 40 seconds 2. Identification
of suicide ideation is the first step in saving a life. Traditionally, suicidal tendencies
are identified using a questionnaire dataset, which the victims mostly provide. As
data is provided by victims, its authenticity is dependent on various aspects, such
as the purpose of collection, time of collection, who is collecting, whether is it an-
onymous and so on. Hence it will be difficult to exactly understand the emotions
of the victims. The research aim of this project is to identify suicidal tendencies by
analyzing Instagram images and captions, especially for the age group between 15
to 30. Analysing Instagram posts using Deep learning concepts such as image and
text processing will help in understanding the emotion of the person who posted
it, such as whether the person is happy, sad, depressed, or lonely. This information
will be beneficial for consolers, psychologists, school and college administrators, and
others who will provide appropriate treatment to the suffering person. To achieve
the research goal, the Deep Learning algorithm VGG16 will be applied to image pro-
cessing, as it has shown the best accuracy results in categorisation and Long-short
term memory, along with CNN for text processing. The evaluation demonstrates
high accuracy with VGG16, LSTM, and hybrid CNN+LSTM resulting in an ex-
cellent accuracy of 87% and 98% respectively. This demonstrates that images and
captions posted on Instagram social media can be successfully processed for the
identification of suicidal ideation. As the model produced excellent results, it can
be extended to analyse various social media platforms such as Twitter, Facebook,
Snapchat, and so on.

Keywords Deep learning, Natural Language processing, VGG16, LSTM, Ins-
tagram Post, Suicidal Ideation

1 Introduction

Suicide is the third leading cause of death, especially among teenagers 3. At the same
time, it is not an exaggeration to say that teenagers’ new lifestyle is social media as they
post everything on social media platforms. Such as where they go, what they eat, their
thoughts, pictures, and captions. This post isn’t just for fun; users usually share their

1https://www.who.int/health-topics/suicide#tabt̄ab 1
2https://worldpopulationreview.com/country-rankings/suicide-rate-by-country
3https://www.who.int/news-room/fact-sheets/detail/suicide
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emotions with a larger audience through pictures and captions. Several studies have
found that people, particularly young people, who are contemplating or planning suicide
use social media (Fahey et al.; n.d.). This data contains a large number of hidden aspects
of data analysis in terms of location details, objects, text, video, audio and image cat-
egorisation and classification. This research will examine hidden information in order to
detect suicidal tendencies. Suicide is a critical issue that has prompted many researchers
in most fields; however, in terms of machine learning, it is restricted to datasets avail-
able in the form of questions and answers as it is provided by victims. The dataset and
methodologies used in this research paper make it unique. It will use a combination of
Instagram image and caption data for processing with deep learning methodologies. This
helps in categorizing the images and captions as suicidal or non-suicidal behaviour. VGG
16 will be used for image classification (Ferreira et al.; n.d.) (Jeong and Cho; 2017), as
it has proven to be one of the best. VGG16 is a popular image categorization algorithm
that has achieved 92.7% accuracy in some types of classification 4. Natural language
processing is used for caption categorisation, which categorizes words that suggest signs
of depression, sadness, or loneliness, such as ”feeling low,” ”sad,” ”fear”, “angry”, “anxi-
ety” and so on. The categorization of Instagram posts will benefit the early detection of
depression or suicidal thoughts. Once identified, the victim can receive special attention
and treatment, which can help to prevent suicide attempts. This classification will be
useful for psychologists, counsellors, colleges, schools, and offices because it will provide
a basic understanding of victims and non-victims.
The question of the research paper is “Deep learning and natural language pro-
cessing: How successful are they in classifying Instagram posts to identify
suicidal tendencies?”. With the advent of technology and the internet, various social
media platforms have emerged, each with its own distinct identity. Few have only text
posts, such as Quora and Reddit, while others have a mix of pictures and text, such as
Facebook, Twitter, and Instagram. This paper will concentrate on processing the Ins-
tagram dataset. As ideation of suicidal tendencies is successfully classified in this paper
with VGG 16 and NLP, this can be applied to social media platforms with text and image
data as a combination.
Section 2 of the paper begins with a literature review, which provides information about
the history of similar research as well as the methodologies used for image and social
media data classification and its limitations. Section 3 describes the methodologies, and
Section 4 describes the design approach used to achieve the goal. Section 5 goes into
detail about how models are built and implemented for this specific goal. The following
section is evaluation, which assists in clearly stating the achievement of the goal. Finally,
section 7 concludes the research with a conclusion and future research scope.

2 Related Work

Suicidal tendency identification has become the most important research area because it
is a worldwide concern (Suicide; 2021). Suicidal tendency ideation has been researched
in domains, such as psychology, academics, medicine, and machine learning. All the
research are limited in terms of data and traditional machine-learning approach. This
section will provide a summary of the work done in terms of machine learning and data
analysis to detect suicidal ideation.

4https://paperswithcode.com/sota/image-classification-on-imagenet
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2.1 Suicidal Ideation with traditional machine learning

The research (Ji et al.; 2020) conducted an extensive exploration of the two major meth-
ods for Suicidal Ideation Detection (SID), namely, machine learning and clinical methods.
They thoroughly reviewed and classified the methods and data domain for SID, as illus-
trated in Figure 1. The conclusion clearly explains the limitations of previous research
in terms of data efficiency, quality of the data and lack of understanding of the inten-
tion behind the suicide. They provided suggestions for future work in terms of applying
deep-learning methodologies to identify suicidal tendencies. In research (Jordan et al.;

Figure 1: Review of Machine Learning methods and Application

n.d.) suicide ideation is treated as a dependent variable when determining the variables
self-esteem, depression, hopelessness, worrying and sleep disturbance. The research data
is cross-sectional data collected via a questionnaire from 32 primary care practices. Two
methods were used: pattern recognition and identification of three blocks of input vari-
ables that will be used for classification methods. For prediction, they used classification
trees, Support Vector Machines, and neural networks. They have successfully shared the
symptoms that lead to suicidal ideation. They have also provided scope for future work
by including other factors such as past suicide attempts, functional impairment, stressful
life events or physical illness that can lead to suicidal tendencies. The research (van Mens
et al.; n.d.) uses six different machine-learning techniques to identify suicidal tendencies
in young adults. The study’s main goal was to investigate the role of machine learn-
ing when applied to longitudinal data with 15 different psychological risk and protective
factors. They develop an Integrated Motivational-volitional (IVM) model to explain the
complex interplay of variables that leads to suicidal behaviour and attempts. Using the
Confusion matrix and AUC, they conclude that Random Forest is best for predicting sui-
cidal ideation and Gradient Boosting is best for predicting suicidal attempts, with AUCs
of 0.83 and 0.80, respectively. Another research (Macalli et al.; n.d.) on a longitudinal
population-based study for identifying suicidal thoughts among college students. They
created a risk algorithm that predicts the main contributing factors to suicidal thoughts
and behaviour. The Random Forest model is implemented for statistical analysis with ag-
gregation of decision trees with data as 3:1 for implementation and testing. The analysis
is carried out in two steps: the first includes 70 predictors, and the second includes child-
hood adversity. Out-of-bag, AUC, sensitivity, and positive prediction are used to evaluate
the model. The first evaluation results show that girls and boys have the same predictor
values contributing to suicidal thoughts, which are baseline thoughts, self-esteem, trait
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anxiety, and depression. In the second evaluation, both boys and girls had predictors such
as suicidal thoughts, self-esteem, and trait anxiety, but one contributor differed between
the sexes: depression symptoms and perceived stress, respectively. The research (Chadha
and Kaushik; n.d.) used tweeter data to apply machine learning algorithms to tweets to
assess suicidal risk. Their focus and differentiating factor were keywords for identifying
and forecasting suicidal behaviour. Data is collected using the Tweeter API, and tweets
are chosen based on 34 predetermined keywords. Data is pre-processed and converted
into probabilistic values so that machine learning and ensemble learning algorithms can
use it. They conclude that Logistic regression provides better accuracy with a lower recall
rate after experimenting with various algorithms in both machine learning and ensemble
learning. They proposed using deep learning on datasets such as clinical data, written
blogs, and shared photos and videos from Snapchat, Instagram, and Facebook in the
future. In a similar vein to the previous two papers, research (Rajesh Kumar et al.; n.d.)
used tweeter data for prediction in three stages. To begin, they created the dataset for
pattern extraction, then implemented sentimental analysis and classification methods for
better prediction, and finally validate the proposed methods. Vader sentimental analysis
is used exclusively for data extraction. Tweets that have been pre-processed are separated
by 62 predefined keywords and an n-gram. The formula is set up to categorize tweets as
suicide-positive, suicide-negative, or suicide-neutral. They concluded that the Random
Forest algorithm outperforms the others.

2.2 CNN/NLP for Suicidal Ideation

DeprNet, a unique architecture based on CNN, is developed for the classification of de-
pressed and normal people using an electroencephalogram (EEG) dataset collected from
33 subjects as well as a Patient Health Questionnaire 9 score in research (Seal et al.; n.d.).
They achieved a high accuracy of 0.914 by overcoming previous work’s limitations, such
as manual and automatic techniques for investigating depression condition. Following
network training, data points are forwarded to the network or obtained as an activation
map. 19 response vector values are used to identify the channels that suggest depres-
sion. Using the Heatmap visualization, a formula is created to assist in determining the
response variable values for the right and left electrodes. The findings of this study are
more promising because they achieved several goals, including identifying the presence
of depression, having a high accuracy of 0.9937 for record-wise split, and believing that
depression affects both hemispheres of the brain differently. Using a combination of CNN
and machine learning techniques to build a suicidal ideation detection system using pub-
licly available data is researched in (Aldhyani et al.; n.d.). They used the Reddit dataset,
which was pre-processed for text filtering using the Natural Language Toolkit (NLTK).
Following that, TF-IDF and Word2Vec were used to vectorize words and sentences for
suicidal and non-suicidal classification. Classification is carried out using XGBoost and a
hybrid CNN-bidirectional LSTM DL algorithm. They added the BiLSTM layer to handle
the situation of dealing with past data information and advancing the required one by
having two hidden layers. Using a confusion matrix, they concluded that CNN-BiLSTM
outperforms XGBoost. Furthermore, the LIWC lexicon aids in highlighting the higher
score for the suicidal post by utilizing various symptoms such as depression, decreased
attention, mind-thinking, and so on. Different from the traditional machine learning
methods (Macalli et al.; n.d.) (Chadha and Kaushik; n.d.) (Rajesh Kumar et al.; n.d.),
in research (Roy et al.; n.d.), they developed an algorithm called ”Suicide Artificial Intel-
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ligence Prediction Heuristic (SAIPH)” to achieve two major goals using tweeter dataset.
The first is to classify Suicidal ideation cases from controls, and the second is to generate
a method to assess when the individual is most likely to commit suicide. They used a
combination of neural networks and the random forest method to accomplish this. As
a large amount of data is collected from tweeters, various scanning techniques are used
to identify relevant tweets. The text tweets are converted into a score between 0 and 1
using a neural network, and then the cases are predicted using random forest on neural
network-derived data. The user’s timeline is evaluated in the second phase to identify the
pattern. Various evaluation models are used across different scores, such as sensitivity,
specificity, and positive prediction values. They also performed a temporary analysis
for reword data analysis by restricting the tweeter data to 120 days, demonstrating that
the peak occurs within 5 to 120 days using logistic regression. The research (Cusick
et al.; n.d.) uses a different dataset with a similar approach. They analysed unstruc-
tured clinical notes using a combination of statistical machine learning models and a
deep learning model called text classification convolution neural network. Annotation of
training and validation notes was done using a rule-based NLP approach, while testing
was done manually. Cohen’s kappa statistic is used to perform the evaluation. They
used NegEx as a foundation for developing a rule-based NLP algorithm based on two
lexicons, one with suicide keys and the other without. The evaluation is done on both
the document and the patient level. McNemar’s test of homogeneity is then used to
validate the prediction. Finally, they conducted the analysis to determine the accuracy
of the implemented method. Classifiers are implemented with the vector score for clinical
text using bag-of-words, bi-gram, and TF-IDF for statical NLP, and word2vec for CNN.
The results show that CNN outperforms the other models without the need for manually
annotated datasets, which saves time and money. The research (Weng et al.; n.d.) con-
ducted ground-breaking research by implementing an Autoencoder and machine learning
model for suicidal ideation. The dataset’s uniqueness lies in the brain images, data pre-
paration, and model implementation. The 3 T MRI system is used to collect brain image
data, followed by the use of a 3D autoencoder for feature extraction. Supervised machine
learning and XGB is used to distinguish between HCs and depression patients with rest.
One challenge of data imbalance is overcome by dividing non-ideation subjects in half
and then forming train, validation, and test sets with a 4:1:1 ratio. They claim that the
results are the best because they were able to successfully find the pattern of structure
across multiple brain locations classifying suicidal and non-suicidal ideation. Another re-
search (McMullen et al.; n.d.) implemented the Random Forest, logistic regression, and
XGBoost machine learning algorithms with the combination of bootstrapping, as in pre-
vious research work, but they used z-score for comparing AUROC matrices. They used an
equation to compare the AUROC curves using variables such as area and standard error
for models 1 and 2, while r represents the correlation between A1 and A2. According to
the AUROC curve analysis, SCS has a high predictability of near-term suicide risk. This
research (Malhotra and Jindal; n.d.) provided in-depth knowledge about various tech-
niques for detecting suicidal tendencies, mental illness, and depression. They reviewed
96 research papers covering the state of the art in terms of technologies, datasets, and
evaluation metrics in this area, which provides an idea about the domain and why more
research was required. They observe that, in the last four to five years, deep learning
has grown in popularity for analyzing text, images, sentiments and emotions. The study
also assisted in understanding the research topic chosen and the trend of publication on
the subject. Aside from the commonly used evaluation metrics, they discovered others,
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such as ERDE (Early Risk Detection Error), Average Hit Rate (AHR), and Average Dif-
ference in Overall Depression Level (ADODL). Furthermore, their research clearly states
that the combined dataset of text and image has not yet been thoroughly researched, as
well as social media platforms such as Facebook, Instagram, and others, as shown in the
Figure 2 below.

Figure 2: Comparison of implementation techniques and social media dataset usage

They concluded the work by suggesting future implementation steps describe in Fig-
ure 3, along with various techniques for each one.

Figure 3: Suggestions for CNN implementation steps

Unlike the others, the research (Zhang et al.; n.d.) proposed a transformed-based
model for extracting text data using a transformer encoder and BiLSTM. The dataset
is divided into three subsets: suicide notes, last statements, and neutral posts. LIWC is
used to analyse data in terms of words, topics, and linguistic features. Following data
analysis, the TransformerRNN model is implemented with five components: GloVe input
embedding, transformer encoder, BiLSTM, max-pooling, and finally classification. They
used Precision, recall, and F1-Score for evaluation, as did others. Additionally, weighted
average metrics were used to display performance. In comparison to traditional machine
learning models, the model’s performance with F1-score is the best, with 93.3%. Based
on this result, they believe it will be useful for identifying suicidal notes. In research
(Haque et al.; n.d.) use the transformer model as they believe in language dominance.
Beginning with the BiLSTM, they expanded the implementation to include the BERT,
ALBERT, ROBERTa, and XLNET transformer models. A three-tier architecture is used,
with a data layer, an embedding layer, and a classification layer. Using the same eval-
uation methods as others, the researchers concluded that ROBERTa outperformed the
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other models. The research (?) used a combination of Word2vec and CNN for senti-
ment analysis, inspired by many deep learning methodologies. They claim to be the first
to use the 7-layer architecture for sentiment analysis. To improve the performance of
the implemented model, PReLU, Normalization, and Dropout are used. The model’s
performance is evaluated using a dataset of movie reviews. Word2vec is used to assign
vector values, which are then fed into the CNN, which has three convolution layers and
three pooling layers. They claim that by varying train and test evolution, this method
of model implementation outperforms classification algorithms. Furthermore, when com-
pared to RNN and Matrix-vector RNN, pre-trained and fine-tuned CNN performs better.
In research (Trotzek et al.; n.d.), they evaluated convolution neural networks based on
different word embeddings using posts and comments from reddit.com. The classification
is compared to linguistic metadata at the user level. Text-based metadata features are
extracted from each message’s text and title. They used the GloVe and fastText models
to implement word embedding. The word embedding is validated by training it on the
Reddit comment dataset. Rectified Linear Units (CReLU) were also concatenated for
layer activation. They concluded that the correct prediction of a small number of posit-
ive samples has an effect on the EDRDE score and that the best results can be obtained
by minimizing false positives.

2.3 Image and text processing for social media

In research Dadiz and Marcos (n.d.), a classification model is implemented by processing
images with various facial expressions. The image dataset was created by cropping a
video’s facial expressions and extracting a local binary pattern for each frame. The Viola
and Jones method (Viola and Jones; n.d.) is used for key feature extraction because their
focus was on extracting frames with full faces. Images were trained using an accumulated
histogram, with Obadiah’s expression labelled as depressed and the rest of the poppy,
Spike, and prudence labelled as non-depressed. They conclude a) face analysis focuses
on the eyes, nose, mouth, cheeks and head temple. b) 81% accuracy c) PCA of ULBP
features demonstrated improved accuracy. The research (Amanatidis et al.; n.d.) uses
image classification transfer learning and text processing to identify COVID-19 vaccine
stakeholders via an Instagram post image and text processing. They downloaded the
images, videos, and captions from Instagram using an open-source tool. After tuning the
images according to the model requirements, the VGG16, Inception V3, and ResNet50
are implemented. WorldCloud is used to get a quick inside look at the post. They
were able to determine which of the three companies was the most active in image and
text processing. The research (Xian et al.; n.d.) conducted an Instagram analysis to
distinguish between self-injury and non-self-injury posts. A content crawler is created to
collect data with specific hashtags and save it to the cloud. The two major challenges
with image datasets are the variety of objects available on post and the cost and time
required to process large, labelled data. They overcame this by implementing Adversarial
Complementary Learning (ACoL) methods. ACoL results are compared to VGG16 and
ResNet50. The evaluation is carried out for quantitative analysis to show the trend of the
NSSI hashtag and another for determining image classification accuracy. The quantitative
analysis of the images, captions and 68 different hashtags revealed a significant increase
in the hashtags. When it came to image classification, the ACoL model outperformed
the VGG16 and ResNet50.
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3 Methodology

To ensure the success of any research project, a clear strategy should be identified and
implemented. This research project follows the five-step process outlined in the Figure 4
below for implementation, referring to the CRISM-DM process. Each step is followed
separately for image and caption processing and analysis.

Figure 4: Methodology for implementation

Data Collection: Kaggle is used to collect the dataset for the model implementation
5 6. The dataset consists of Instagram images as well as captions posted on Instagram.
The captions are available in.csv format. Another dataset contains, face images categor-
ised into happy and sad. The data is uploaded to Google Drive for further processing
and model implementation, using the functionality of the Python package.
Data Processing: Text and image data processing are handled independently. The
caption dataset cleanup is performed by removing special characters, emojis, hashtags,
and contraction words. After cleaning up the text data, the final dataset contains 11545
unique rows for model implementation. The image dataset, on the other hand, was
cleaned up by removing images that did not include a face and were not in .png format.
The images are then divided into four subcategories based on their facial expressions:
angry, sad, fearful, and neutral.
Data Transformation: Data transformation is required because it enables achieving
accurate results, maintaining data quality, and reducing processing time by filtering out
garbage data. Various techniques for text data transformation are used in this study such
as contraction, hashtag, and emoji removal. Customise functions are created using py-
thon libraries for achieving text data transformation. On other hand, data augmentation
is performed for image transformation. This helps in reshaping, resizing, zooming, and
constructing the data.
Modelling: The next critical stage is modelling; models are built on pre-processed data
to achieve the desired results. The models used in this study help in understanding how
images and captions posted on Instagram can be used to detect suicidal tendencies. Text
analysis and image classification are accomplished through natural language processing
and pre-trained VGG16 respectively. The split of 60:20:20 is used for text data splitting
for data training, testing, and validation, while the split of images is used for the data
source. Word2vec is used to assign vectors to words, and a customised list is declared to
convert contraction words into simple words to convert text data into the same format.
This enabled the implementation of an LSTM and hybrid CNN+LSTM model for text

5https://www.kaggle.com/datasets/prithvijaunjale/instagram-images-with-captions
6https://www.kaggle.com/datasets/muhammadusmansaeed/depression
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analysis with a focus on suicidal keywords.
Evaluation: This stage facilitates in the evaluation of the models that are implemented.
While evaluating the models, well-known evaluation methods such as accuracy, precision,
F1 score, and recall are used. While visualization is used to plot and comprehend various
aspects of outcome such as loss, epochs, and accuracy.

4 Design Specification

This section is more critical for conceptualizing the architecture of implemented models.
Both natural language processing and deep learning use three-layered architectures, with
each layer subdivided into multiple layers to carry out specific tasks for the next layer.
The architecture is depicted in the Figure 5 below.

Figure 5: Framework Architecture

The initial layers are concerned with the relevant data for modelling. This layer
collects and exposes data on Google Drive, followed by data cleaning. The actual model
implementation follows, with LSTM and hybrid CNN+LSTM used for text analysis and
VGG16 used for image processing. The model is then evaluated and analysed.

5 Implementation

This research used three layered architectures, as described in the previous section. The
subsections that follow provide detailed implementations of both the LSTM model for
text analysis and the VGG16 model for image processing.

5.1 Environmental Setup

The implementation necessitates a lengthy processing time due to the large image and
text dataset, which totals approximately 4GB of data. The hardware used has 16GB
RAM, a 458GB hard drive, and a GPU NVIDIA T4 Tensor Core GPUs. Google Colabs
is used for implementation. Data is uploaded to Google Drive using the Kaggle package,
which makes use of the processing power of the Google platform to handle large amounts
of data. Python has become the most popular data analytic platform due to its large
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number of libraries and packages that allow for multiple model implementations and
evaluations (Stančin and Jović; 2019). In addition to standard processing packages such
as Numpy, pandas, and re, libraries used in this research include Ftfy, nltk, gensim.models
for text analysis and deepface, cv2 for image processing, as well as keras,sklearn.metrics,
and tensorflow. Ftfy aids in the handling of bad Unicode characters in text data, while
nltk is a Python package that provides various libraries for unstructured data such as
captions, comments, and text analysis. In Python, gensim.models allow you to assign
vectors to words that will be used as input for models. DeepFace is a framework for face
recognition and attributes inspired by Keras and TensorFlow. CV2 is an open-source
library for image processing, object recognition in videos, and other tasks. The Figure 6
below shows some of the packages and libraries that were used in this study.

Figure 6: Packages and Libraries used

5.2 Data Transformation

Data Transformation:
DataFrame is used to read the .csv file before beginning the data transformation for
”Captions”. In the first step, data is subdivided into two DataFrame as suicidal and
non-suicidal categories based on common suicidal keyword (Chadha and Kaushik; n.d.).
As the model must understand the input provided, word embedding is used to assign the
vectors to text. Word2vec, a popular method for vectorizing captions, is implemented
using pre-trained GoogleNews-vectors-negative300. Since the captions are unstructured
data, they contain numerous extra texts, emojis, and special characters which are handled
by implementing customized functions. A contraction list is declared, and each one is
assigned its simple form. A customised caption cleanup function is also included for
removing emojis, hashtags, and special characters. Furthermore, ftfy.fix text handles
Unicode. As captions contain additional stopwords that are irrelevant to this research
paper, they are removed using nltk libraries such as stopwords and word tokenize. The
PorterStemmer is then used to remove stemming words and convert each word back to
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its original format. As the data is cleaned up, there will be a total of 13891 captions
available for model implementation. Various Tokenizer methods are used to convert a
list into a 2D array. The wordCloud Figure 7 Figure 8 below help to clearly visualize the
captions with suicidal and non-suicidal categories on the used classified data.

Figure 7: Suicidal Caption
keywords

Figure 8: Non-Suicidal Caption
keywords

Image Data Transformation:
It is critical to identify the images that will be useful for implementing the model from
the massive, downloaded dataset. Images with faces are identified first because they
will enable in identifying emotions and then data is classified as suicidal or non-suicidal.
The cv2 is used to load haarcascade frontalface default.xml for face detection, which
is then iterated through the image folder for categorizing the face images and others.
Following that, the face images are classified into four subfolders: ”Angry”,”Sad”,”Fear”
for suicidal tendencies, and ”Neutral” for non-suicidal tendencies. DeepFace framework,
which makes use of the common features and texture of the face, enabled subfolder
categorisation (Wang and Deng; n.d.). Another dataset has been loaded for training and
validation. Each has a subfolder with images of happy and sad faces that will be used for
training and validating the model. The training dataset contains 12,102 unique images,
while the validation dataset contains 2964 unique images. It is critical to resize the input
images for VGG16 to learn the model quickly. All of the images have been converted to
224*224 pixels. Data augmentation is accomplished through rescaling, zooming, changing
the rotation, and horizontal shifts. Labels are also assigned to the images as they are
loaded into the model. Another keras library, flow from directory, is used to augment the
images learned on the training dataset. Furthermore, all of the images are labelled with
OneHotEncoder, which outperforms state-of-the-art methods (Karthiga et al.; 2021).

5.3 Long-Short Term Memory:

After the data has been pre-processed and transformed, the Long-Short Term Memory
model is used to perform text training and classification. The LSTM network is a type
of recurrent neural network that performs well in terms of memory cell vectors. Memory
cells replace the updates to the hidden layers. This is extremely beneficial when analyzing
text data because it is better at detecting long-term dependencies in data. The LSTM
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architecture is simple, with input gates, a forget gate, and an output gate. The input
gate value in this research paper is 11546, calculated with an embedding matrix, which
is the minimum of word index and maximin captions available. The embedding value for
the forget gate is 300, and the maximum caption value for the output gate is 140. Since
the model has a binary output, the loss is ”binary crossentropy”, the density is 1, and
the activation is ”Sigmoid”. According to (Zhang et al.; 2018), a CNN layer improves
model performance along with LSTM. A hybrid model shows a better result for improving
text classification accuracy. CNN+LSTM is achieved by adding a CNN layer before the
LSTM. CNN will extract the text’s local features first, and then use the memory cells
characteristic of LSTM by implementing the LSTM layers. CNN is implemented with a
’relu’ activation, a filter size of 32, and a karnel size of 3.

5.4 VGG16:

The VGG16 model is used to identify suicidal and non-suicidal images in image pro-
cessing. VGG16 has already been trained on a massive ImageNet dataset, and it has
demonstrated excellent image classification and recognition accuracy (Sikha and Bharath;
n.d.). The first step in implementing the VGG16 mode is to pre-train it. As we have
chosen categories for classification, the VGG16 model is pre-trained to remove the last
layer of the model. During pre-training, the input size is given as image size plus [3],
indicating that the input images are RGB format, the weights are given as ’imagenet’
due to the huge number of images, which provides the standard measure, and include top
is set to false to remove the last layer. The layers of VGG16 are then set to False for
trainability because they have already been trained on a large dataset. This will also
save computational power because the images will not be trained repeatedly, allowing
the model to perform better. For dense layers, the layer is flattened, and the input
dataset is appended. The model is compliant with ”binary crossentropy” as output, and
”adam” as optimiser.

6 Evaluation

In this research, implemented models are evaluated to comprehend the achievement of
the stated goal. This will assist in comprehending how image and text classification
using transfer learning and NLP successfully categorize Instagram posts as suicidal or
non-suicidal. Epochs, dropouts, and various layers in the model are major factors used
and fine-tuned to achieve accuracy.

6.1 Text processing evaluation:

6.1.1 Experiment 1: Text classification with LSTM

The initial model has 128 LSTM layers and 5 epochs. When we observe the model
accuracy Figure 9 Figure 10 below, we can clearly see that the obtained accuracy is
98.63%, while the loss decreases from 0.1 to 0.03. The fact that the accuracy loss is
decreasing while the validation loss is increasing indicates that the training dataset is
easier to predict than the validation dataset.
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Figure 9: LSTM Model Accuracy Figure 10: LSTM Model Loss

Figure 11: Model execution details

6.1.2 Experiment 2: Text classification with CNN+LSTM

Another experiment is being conducted using the hybrid text analysis model CNN+LSTM.
With this model, a CNN layer with Conv1D, MaxPooling1D, and dropout is added before
the LSTM layer. The number of LSTM layers was increased to 300 while the training
and validation datasets remained unchanged. The Figure 12 Figure 13 below shows that
accuracy loss decreases from 0.1 to 0.03 while validation loss decreases from the second
epoch and increases at the last epoch. The model had a 98.27% accuracy.

Figure 12: Hybrid
CNNLSTMModelAccuracy

Figure 13: Hybrid
CNNLSTMModelLoss

6.2 Image processing evaluation:

6.2.1 Experiment 1: Effectiveness of VGG16 model for image classification

VGG16 model is triggered with 5 epochs with steps per epoch set as per the training Set
containing 12102 and validation steps as test sets containing 2964 images. The model
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took more than an hour for running successfully. In below Figure 14 Figure 15, gives clear
results for achieving model accuracy and loss. Figure 16 shows that achieved accuracy is
85% with loss is dropping from 0.5 to 0.3

Figure 14: VGG16 Model Accuracy
with 10 Epochs

Figure 15: VGG16 Model Loss with
10 Epochs

Figure 16: VGG16 Model execution details

6.2.2 Effectiveness of VGG16 with increased epochs model for image classi-
fication

The optimal epoch number is determined with the classification accuracy of the model
(Thenmozhi and Reddy; n.d.). The accuracy increased with the number of epochs for
evaluation 1, as shown in Figure 16. As a result, epochs are increased from 10 to 20 in
the second evaluation. When compared to evaluation 1, the model took a longer time
but provided greater accuracy. The Figure 17 Figure 18 below shows a consistent drop
in loss from 0.5 to 0.3 while maintaining an accuracy of 87
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Figure 17: VGG16 Model Accuracy
with 20 Epochs

Figure 18: VGG16 Model Loss with
20 Epochs

6.3 Discussion:

This research performed an analysis of text and images posted on Instagram. The result
achieved is excellent and can be compared with other research.The research has evaluated
proposed classification models, which compared in the below Figure 19.

Figure 19: Various model comparison

The first evaluations of VGG16 have shown the accuracy of 85% and 87% with epochs
increased, which infers that the model is successful for the identification of suicidal and
non-suicidal images. On the other hand, different model implementations compared to
(Amanatidis et al.; n.d.), text classification with LSTM and Hybrid CNN+LSTM have
achieved excellent accuracy of 98% which claims that both models are equally good for
text classification contract with (Zhang et al.; 2018). Below Figure 20 Figure 21 shows
the classification of Instagram images into suicidal and non-suicidal categories.
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Figure 20: Non-suicidal post Figure 21: Suicidal post

7 Conclusion and Future Work

The objective of this research is to categorize Instagram posts as suicidal or non-suicidal.
People, particularly young people, who are thinking about or considering suicide ap-
proach social media for emotional sharing, information, and support. Deep learning and
natural language processing models for image and text classification were proposed in this
study. The results show a successful classification of suicidal and non-suicidal Instagram
posts with the highest accuracy. This information can be used by counsellors, doctors,
psychologists social workers and the government to assist the identified victim in saving
his or her life.

Future work on this research could include improving data quality for text datasets.
Changing the epochs per model can improve image classification accuracy. It will also
be important to comprehend images with no facial expression, as people nowadays post
text and quotes in form of images.
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