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1 overview

The data set is provided by the National renewal energy laboratory (NREL) which has
one-year data, the data is downloaded in csv file. the data is mounted to google drive
then the data is read to check the index value.

In order to determine ”wind energy prediction and minimizing its effect on birds,”
this research is based on deep machine learning. A step-by-step tutorial is provided on
how to carry out this job.

2 Hardware/Software Requirements

2.1 Hardware Requirements

the configuration of the machine on which this research is implemented is as follows:

• Operating System:macOS

• Chip: Apple M1

• Storage: 256 GB

• RAM: 8GB

2.2 Software Requirement

Software needed for this research:

• Integrated Development Environment: Google Colab

• Programming Language: Python 3.7

• Cloud Storage: Google Drive.

• Overleaf and Excel

3 Environment Setup

3.0.1 Google Colab

First, open the google colab as shown in 1 and for faster performance enable the GPU
for processing.
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Figure 1: colab homepage

4 Data selection

Two datasets are used in this study and both of them can be downloaded following the fol-
lowing links. https://www.kaggle.com/code/qusaybtoush1990/texas-wind-turbine-accuracy-99/
data?select=TexasTurbine.csv https://www.kaggle.com/datasets/nelyg8002000/

birds-flying

5 Data transforming and Model building

5.1 Data Mount

Google drive is used to directly mount the data using the package provided, as shown in
figure

Figure 2: mount drive

5.2 package installations and importing libraries

python libraries are required to run and create prediction models. pip install library-name
== library-version is used on Anaconda prompt. As shown in figure 3

libraries for Yolo model as shown in figure 12
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Figure 3: mount drive

5.3 Data read, transform and splitting

5.3.1 Loading data

the data is loaded as shown in figure 5

5.3.2 Train and Test

Data is divided into train and test for 70 : 30 as shown in figure 6

6 Model Implementation

6.0.1 Long short term memory

LSTM model is applied in first model fit on the dataset to see data is best fitted of the
model. 10 LSTM are used for 500 entries as shown in figure7

6.0.2 Walk forward validation is applied

one step forcasting is done replacing the values for predection, invert scalling and differ-
encing is done as shown in figure 8

6.0.3 How to clone YOLO from Github

Yolo v5 has been clone directly from the github as shown in figure 9
For bird image detection small yolo model is used because it have small data set on

which it will give better result as shown in figure10
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Figure 4: Libraries

Figure 5: Data file

6.0.4 Download Small Yolo

7 Model Evaluation

The model is evaluated on the bases of Mean square error, Root mean square error and
the graph plot between two comparing value as shown in figure11

7.1 Bird Detection

As we can see our model has detect bird which is shown in figure 13
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Figure 6: Libraries

Figure 7: LSTM model is applied

Figure 8: One step forcasting
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Figure 9: Yolo installation

Figure 10: Small Yolo used
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Figure 11: Graph for true and predicted value

Figure 12: RMSE and MSE
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Figure 13: model Accuracy
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