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The Game Of Numbers

Sahil Chordia
x20203993

Abstract

As the analysis of massive data-sets connected to sports performance has grown
in importance within the sporting environment, the relevance of specialists and
analysts with prior training in data analytics increases. Sports analysis has been a
hot topic for development and research in a number of areas, including �eld analyt-
ics, scouting analysis, and sports betting. Field analytics has been used for making
game strategies, player selections for a game, etc. As �eld analysis helps teams
to improve their success percentage in a league and get ahead of their opponents
before the game starts, many teams have invested a hefty amount of resources in
analytics. This paper studies Gaussian Naive Bayes and its implementations to
predict a potential value of a player in football, which could help coaches and man-
agement sta� as a decision support system to team for a game. This paper also
focuses on how a classi�cation algorithm solves a regression problem and whether
it needs any method to convert continuous data into categorical data.

Keywords— Data analytics, Field analytics, Potential, Decision Support System, Gaussian
Naive Bayes, Classi�cation Algorithm, Regression Problem, Continuous data

1 Introduction

Football is a team sport and in terms of players and viewers, football is the most popular sport
in the world. Football has become more popular recently and has a signi�cant economic impact
on the world. Whereas the total revenue for football teams in Europe in 2017 was estimated at
$27 billion Al-Asadi (2018). Since there is no method or scienti�c equation used to determine
the preferred position for a player in a team, team management is considered one of the major
challenges in football, particularly those related to selecting the right player for the right posi-
tion in a particular formation. Since coaches typically complete assignments using their views
and experiences with players, this makes the selection of players prone to numerous biases.

The success of each football game depends on the players chosen, which is a di�cult choice
for football managers to make. Football managers might require a decision support system to
help them make decisions. These decision support systems can make decisions based on char-
acteristics like among other things, the player’s speci�c abilities and performance data, player
combinations, physical �tness, psychological variables, and injuries. To assess the value of each
quality, some coaches may additionally employ importance weights. Football managers can
bene�t from important weights since they show how a speci�c attribute a�ects the likelihood
of a good outcome.

This paper proposes a new approach for building a decision support system with the help
of machine learning algorithm and appropriate data collected from all the games and practice
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data. Various attributes were chosen from a set of 92 features to increase the accuracy by
dropping features which were not useful. The decision support system will predict the potential
score of each player from which team will be selected for a game based on the positions required
according to opposition and game strategy.

Figure 1: England Football Players

The list of football players playing for England alongside their Age, Position and their overall
potential score is shown in image 1. Having a potential score for every player with its position
based on various factors, makes it easy for team manager and coach to select their �nal 11
players for a game.

1.1 Research Question and Objective

How does Gaussian Naive Bayes support o�-�eld analytics to select players for a team in football
on the basis of potential scores?

1.1.1 Research Objective

• The main objective for this research is to built an decision making system which helps a
club or a football team management to choose their players on the basis of their potential
score. Selecting players through these decision support system would avoid favour-ism
and discrimination between player.

• To �nd out the compatibility and e�ciency of a classi�cation algorithm with continuous
data and regression problems.

• Find out methods that help a classi�cation algorithm solve a regression problem e�ciently.

1.2 Research Motivation

• Similar kinds of models have been in use in basketball in various leagues in USA for
scouting and selecting team which uses Gaussian Na��ve Bayes.

• In football mostly used algorithms are Linear Regression, Random Forest and Ada-Boost.

• So the motivation behind using Gaussian Na��ve Bayes in this research was to implement
similar model for selecting team in football, which is used in basketball. And to check
how does the model perform with continuous data.
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2 Related Work
In this section an detail analysis on previous research taken place in Sports predictions (sec-
tion 2.1) and methods used to improve Gaussian Naive Bayes as a classi�er (section 2.2) are
explained.

2.1 Sports Prediction
A neural network model was built to predict the best-suited team for a football match(Enyindah
et al. (2015)). Football is a team sport, and selecting a team for a particular game is important
as team players are responsible for the team's winning and losing. The author used various
attributes related to players, such as attack awareness, defense, passing, body balance, stamina,
dribble speed, kicking power, injury tolerance, and many more. These attributes where then
divided into four groups such as:-

ˆ Players' Technique: Features like "attack awareness, defense, form, tenacity, teamwork,
and acceleration."

ˆ Players Speed: Features like "response, explosive power, dribble speed, and top speed."

ˆ Player's Statistical Status : Features like "body balance, stamina, jumping, kicking power,
injury tolerance."

ˆ Players Resistance: Features like " attack, defense, header accuracy, dribble accuracy,
short pass accuracy/speed, long pass accuracy and speed, shot accuracy, ball control,
etc."

A neural network model was then applied to each group to �nd out a score for each player
in all four groups. Matlab was used to implement this model. This model had one hidden layer
with total of 20 neurons. This values were then used to �nd out the optimal weighted values
for each player and players were selected on the basis of this Optimal weights. Results were
then evaluated with the values of RMSE (Root Mean Error Square) and regressions. The values
were increasing as the number of tests increased.

A method was proposed for selecting teams in cricket based on previous match data and
using machine learning algorithms like random forest and support vector algorithms by (Shetty
et al. (2020) ). All of the attributes were divided into batsmen, bowlers, and all-rounders by the
author. It also had common attributes such as opponent, runs scored, team averages, etc. But
as the data didn't have too many features, various other features like pitch, ground, and weather
were taken into account. These models took bowlers and batters into account while constructing
an 11-player squad. But all-rounders will always receive lower ratings when compared to bowlers
and batsmen. All-rounders are therefore taken into account when developing the model to
produce an o�cial team. The author created the interface with Flask API and the model with
Jupyter notebook. Data was divided into ration of 20:80 for training and testing respectively.
The accuracy rate for this model is 76% for batsmen, 67% for bowlers, and 95% for all-rounder.
The outcomes were con�rmed for 20% of the data-set, and the aforementioned outcomes were
achieved. The team for a game was predicted by this algorithm, but the drawback of this method
was that it had to divide the data based on player categories, which are batsmen, bowlers, and
all-rounders, which could be a disadvantage as it would predict the whole team in bits and not
as a whole group of 11 players. It cannot use all the features of the model at once. Similar to
cricket, football also has a team of 11 players that can be selected, taking various features into
consideration. But unlike cricket, football has more features to be taken into consideration. As
a result, a more sophisticated algorithm should be used to treat all features as one and not in
bits.
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In this research paper, the author discusses how player transfers and team construction can
be planned using machine learning (ML). In this study, the author proposed three de�nitions of
a successful transfer as well as a number of parameters for player evaluation. The success of a
player transfer is predicted using the Random Forest, Naive Bayes, and Ada-Boost algorithms in
this article. To train and evaluate the classi�ers, ( �Cwiklinski et al. (2021)) used accuracy. The
author conducted a number of experiments; they vary in terms of the parameters' weights, what
constitutes a successful transfer, and other elements. The results were encouraging (accuracy
= 0.82, precision = 0.84, recall = 0.82, and F1-score = 0.83), according to the author. The
evidence that has been presented thus far supports the idea that professional football team
development can bene�t from machine learning. �Cwiklinski et al. (2021)

The goal of the study is to utilize machine learning algorithms to identify the on-�eld
positions of a team of football players based on their tactical-technical behavior ((Garc��a-Aliaga
et al. (2021)). It does this by using game information from various seasons and national leagues.
There were 4 types of outliers found in the data, which were then removed by the author to
increase accuracy. The author used the RIPPER algorithm to predict on-�eld positions for
a player on a team. The author ran the model through three scenarios based on di�erent
positions to �nd the best player on a team for a particular position. The �rst scenario was
based on positions for strikers and wingers. The output of this group was that the accuracy was
79% which distinguished them from o�ensive play, and 80% with more defensive variables. In
terms of o�ensive factors, the WGs shot less accurately and made more crosses. In terms of the
defensive factors, the WGs had more recoveries. The second scenario was based on positions
for the defensive mid�elder and central mid�elder. With just 5 rules and 7 variables, it was
possible to distinguish between the players with approximately 94.14% accuracy. Because they
carry out fewer clearances and result in fewer o�side situations, the DMCs are identi�ed by the
regulations. They also clear in a speci�c direction, and they use long passes more frequently
than other players. DMCs are players who are more frequently dribbled past by their opponents
but provide more o�ensive play. Compared to DMCs, these players make more passes to the
hole, make more shots, and create more individual plays. DMCs, on the other hand, frequently
fell short in one-on-one battles.

2.2 Gaussian Naive Bayes and Data Transformation
The Naive Bayes (NB) approach of machine learning is particularly e�cient. A NB model views
prediction as binary classi�cation; it builds predictors by studying historical data from multiple
modules and bases decisions on them Wang and Li (2010). This study examined some crucial
Naive Bayes software fault prediction model elements. The author contrasted the decision
tree J48, which was also employed in many other studies, with the Naive Bayes software fault
prediction model. Results of the experiment proved the usefulness and signi�cance of Nave
Bayes for prediction and shown that its performance is plainly superior. Wang and Li (2010)
has also described various types of Naive Bayes and their working. Various types of Naive Bayes
mentioned in this papers are Multinomial Naive Bayes, Multi-variants Gauss Naive Bayes, and
Flexible Bayes.

The goal of this study performed by Chu et al. (2020) is to assess how three di�erent data
types|Text, Numeric, and Text + Numeric|a�ect the e�ectiveness of the Random Forest,
k-Nearest Neighbor (kNN), and Naive Bayes (NB) algorithms as classi�ers. In this paper, the
classi�cation issues are investigated in terms of mean accuracy and the implications of modifying
algorithm parameters over various data-set types. Eight distinct data-sets from UCI were used
to investigate this content analysis and train-test the models for all three techniques. The
�ndings of this investigation clearly demonstrate that Random forest algorithm and k - nearest
neighbors perform better than NB. Furthermore, the mean accuracy performance of kNN and
RF is comparable, but kNN requires less time to train a model. Random Forest is una�ected
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by the amount of characteristics in a data-set changing, however Naive Bayes' mean accuracy
uctuates and ends up with a lower mean accuracy whereas kNN's mean accuracy rises and
ends up with a higher accuracy. The average accuracy of a Random forest classi�er is una�ected
by changes in the number of trees, but training the model now takes much longer.

According to the research of Chu et al. (2020), the most e�ective classi�ers algorithms for any
type of data-set are found to be Random Forest Classi�er and k-Nearest Neighbor. Therefore,
if the feature variables are independent and located in the issue space, Nave Bayes can beat the
other two algorithms. Random Forest Classi�er requires the most processing time, while Naive
Bayes requires the least.

Jishan et al. (2015) has proposed a method which makes Gaussian Naive Bayes an e�cient
classi�er for continuous data by converting it into categorical data with optimal equal width
binning for predicting the �nal exam score of every student.

It's possible that choosing the bin width value at random won't improve our accuracy.
As a result, Jishan et al. (2015) has created a discretization technique that is based on error
minimization and equal width binning. According to author, dynamically search for the bin
width value for a continuous property will help �nd the best one. The dynamic searching
suggests that iteration is necessary in order to locate the ideal bin width value. Additionally,
data sets may contain several continuous qualities. If these attributes are distinct from one
another, determining the optimal bin width value for all of the continuous attributes in the
data set would improve performance in general. According to this research Binning enhances
the performance of Gaussian Naive Bayes classi�er for predicting values from continuous data.

2.3 Gap Analysis
Paper which are closely related to the research topic have been summarized in table 2 with its
advantages and limitations.

After observing the table 2, for all the models, data is divided into groups and then passed
through the model, which increases the time complexity and space complexity of the model. To
overcome this problem, I have proposed a system in which all the features in the data will be
used as one group to train and test the model. This will help build a more integrated model to
predict the potential scores of all players and select the �nal team for a game based on those
potential groups. As stated by Chu et al. (2020), Naive Bayes outperforms other classi�er such
as Random Forest and kNN classi�er when it comes to independent feature variable and takes
less computational time as compared to other classi�er, Gaussian Naive Bayes better suits the
research.
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