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Configuration Manual

Taranjyot Chawla
X21153078

1 Introduction

The main motive of the presented research is to Predict whether a particular transaction
can be fraudulent or not. In this research, Logistic Regression, Random Forest Classifier,
Decision Tree Models are used and these models are trained two times, firstly including
all the features from the dataset and secondly eliminating some non-relevant features.
The whole project is implemented using python libraries. The configuration manual is a
guide to explain the implemented project and tools and setups required to run the project.

2  System Specification

Processor : Intel® Core™ i5
Memory(RAM) Installed : 8 GB
Storage: 128 GB SSD

3  Software Tools
The tools required for this project are:

e Anaconda Navigator
e Python
e Jupyter Notebook

4  Software Installation
This is a step by step explanation of the implementation.
Download and install python from https://www.python.org/downloads/



Introduction

Introduction

Read Me

= |nstall Python

Welcome to the Python Installer

This package will install Python 3.9.6 for macOS 10.9 or later.

Python for macOS consists of the programming language
interpreter and its batteries-included standard library to allow easy
access to macOS features. It also includes the Python integrated
development environment, IDLE. You can also use the included pip 1o
download and install third-party packages from the

At the end of this install, click on Install fica to install a
set of current SSL root certificates.

Continue

Figure 1:

#® |nstall Python

Important Information

This package will install Python 3.9.6 for macOS 10.9 or later for the
following architecture(s): x86_64.

Certificate verification and OpenSSL

This package includes its own private copy of OpenSSL 1.1.1. The trust
certificates in system and user keychains managed by the Keychain
Access application and the security command line utility are not used as
defaults by the Python ss1 module. A sample command script is
included in /Applications/Python 3.9 to install a curated bundle of
default root certificates from the third-party certifi package (

tifi/). Double-click on Install Certificatesto
run it.

The bundled pip has its own default certificate store for verifying
download connections.

Install Options

You can control some aspects of what is installed by this package. To see
the options, click on the Customize button in the Installation Type
step of the macOS installer app. Click on a package name in the list

ehmum tn con mara infarmatinn ahaot that Antinn

Print... Save... Go Back Continue
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Read Me

Licence

Figure 2:

#® |nstall Python

Software Licence Agreement
SOFTWARE.

LICENSES AND ACKNOWLEDGEMENTS FOR INCORPORATED
SOFTWARE

This installer incorporates portions of the following third-party software:

OpenSSL 1.1.1k
Tcl 8.6.8

Tk 8.6.8

Xz 5.2.3
NCurses 5.9
SQLite 3.35.5

For licenses and acknowledgements for these and other third-party
software incorporated in this Python distribution, please refer to the on-
line documentation

Go Back Continue

Figure 3:

To continue installing the software you must agree to the terms of the
software licence agreement.

Click Agree to continue or click Disagree to cancel the installation and quit

the Installer.

Read Licence

Disagree
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Read Me

Licence
Destination Select

Installation Type

Introduction

Read Me

Licence
Destination Select
Installation Type

Installation

Summary

Figure 4:

#® |nstall Python

Standard Install on “Macintosh HD"

This will take 118.9 MB of space on your computer.

Click Install to perform a standard installation of this software
on the disk “Macintosh HD".

Change Install Location...

Customise Go Back Install

Figure 5:

#® |nstall Python

The installation was completed successfully.

Congratulations! Python 3.9.6 for macOS 10.9 or later
was successfully installed.

One more thing: to verify the identity of secure network
connections, this Python needs a set of SSL root certificates. You
can download and install a current curated set from
by double-clicking on the Install Certificates icon in
. See the ) f for more information.



Figure 6:

Downloading and installing anaconda from https://www.anaconda.com/

[ w Install Anaconda3

Welcome to the Anaconda3 Installer

@ Introduction You will be guided through the steps necessary to install this
software.

i) ANACONDA.

Continue

Figure 7:



@ Introduction
® Read Me

) ANACONDA.

@ Introduction
© Read Me
® Licence

i) ANACONDA.

« Install Anaconda3

Important Information

Anaconda is the most popular Python data science platform.
See https://www.anaconda.com/downloads/.

By default, this installer modifies your bash profile to activate
the base environment of Anaconda3 when your shell starts up.
To disable this, choose "Customize" at the "Installation Type"
phase, and disable the "Modify PATH" option. If you decline
this option, the executables installed by this installer will not be
available on PATH. You will need to use the full executable
path to run commands, or otherwise initialize the base
environment of Anaconda3 on your own.

To install to a different location, select "Change Install
Location..." at the "Installation Type" phase, then choose "Install
on a specific disk...", choose the disk you wish to install on, and
click "Choose Folder...". The "Install for me only" option will
install Anaconda3 to the default location, ~/opt/anaconda3.

The packages included in this installation are:

< wlabhantne N7 19

Print... Save... Go Back Continue

Figure 8:

w Install Anaconda3

Software Licence Agreement

includes cryptographic software. The country in which you currently
reside may have restrictions on the import, possession, use, and/or re-
export to another country, of encryption software. BEFORE using any
encryption software, please check your country's laws, regulations and
policies concerning the import, possession, or use, and re-export of
encryption software, to see if this is permitted. See the Wassenaar
Arrangement http://www.wassenaar.org/ for more information.

Anaconda has self-classified this software as Export Commodity Control
Number (ECCN) 5D992.c, which includes mass market information
security software using or performing cryptographic functions with
asymmetric algorithms. No license is required for export of this software
to non-embargoed countries.

The Intel Math Kernel Library contained in Anaconda Individual Edition is
classified by Intel as ECCN 5D992.c with no license required for export to
non-embargoed countries.

The following packages listed on https:///www.anaconda.com/
cryptography are included in the repository accessible through Anaconda
Individual Edition that relate to cryptography.

Last updated April 5, 2021

Print... Save... Go Back Continue

Figure 9:
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To continue installing the software you must agree to the terms of the
software licence agreement.

Click Agree to continue or click Disagree to cancel the installation and quit
the Installer.

Read Licence

Figure 10:
e® ‘@ Install Anaconda3 a
Standard Install on “Macintosh HD"
®) Introdiction This will take 461.8 MB of space on your computer.
@ Read Me Click Install to perform a standard installation of this software
® ‘Licence in your home folder. Only the current user of this computer
will be able to use this software.
@ Destination Select
® [nstallation Type
@ Installation
@ PyCharm IDE
@ Summary
O CnDac (Change Install Location...
Customise - Go Back Install |
Figure 11:



i (=] « Install Anaconda3 a

Anaconda + JetBrains

Introduction

Read Me Working with Python and Jupyter notebooks is a breeze
with PyCharm Pro, designed to be used with Anaconda.

Licence Download now and have the best data tools at your

Destination Select fingertips!

Installation Type PyCharm Pro for Anaconda is available at:

Installation https://www.anaconda.com/pycharm

® PyCharm IDE

{D) ANACONDA. [
i) ANACONDA.

Continue

Figure 12:

5 Implementation
The following packages and libraries are utilized:

NumPy
Pandas
Matplotlib
Seaborn
Sklearn.

5.1 Importing Libraries
The following stpes were taken to import the libraries:




import seaborn as sns

import matplotlib.pyplot as plt

import numpy as np

import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plt

from seaborn import heatmap

from imblearn.over sampling import RandomOverSampler
from collections import Counter

from sklearn.preprocessing import OneHotEncoder

from sklearn.model selection import train test split
fron sklearn.tree ijport DecisionTreeClassifier

from sklearn import metrics

from sklearn.linear model import LogisticRegression
from sklearn import metrics

from sklearn.metrics import confusion matrix, classification report, fl score, accuracy score, precision recall curve,
from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import confusion matrix, classification report, fl_score, accuracy score, precision recall curve,
from sklearn.model selection import train test split
from sklearn.ensemble import RandomForestClassifier
from sklearn.preprocessing import StandardScaler
import tensorflow as tf

from sklearn.linear model import LogisticRegression
from sklearn.naive bayes import GaussianNB

from sklearn import metrics

SRR SHLSRXN MELCE. AMBORE. CONEUSI OO MACE Lk CAASAIAICALAON KepOLt s L SEOKE,  ACCUIACY S00Te. Precision recall curve,

Figure 13: Importing required Libraries and Packages

5.2 Loading The data

# Reading the File in a panda data frame

payments = pd.read csv('/Users/taranjyotsingh/Desktop/Online Fraud Detection Dataset/Fraud Detection.csv')
print (payments.head())

Figure 14: Loading the data

5.3 Data Analysis, preparation and visualisation

5.3.1 Columns/Features in Dataset



step type amount nameOrig oldbalanceOrg newbalanceOrig \

0 1  PAYMENT 9839.64 (1231006815 170136.0 160296.36
1 1  PAYMENT 1864.28 (1666544295 21249.0 19384.72
2 1 TRANSFER 181.00 C1305486145 181.0 0.00
3 1 CASH_OUT 181.00 C840083671 181.0 0.00
4 1  PAYMENT 11668.14 (C2048537720 41554.0 29885.86

nameDest oldbalanceDest newbalanceDest isFraud isFlaggedFraud

0 M1979787155 0.0 0.0 0 0
1 M2044282225 0.0 0.0 0 0
2 C553264065 0.0 0.0 1 0
3 C38997010 21182.0 0.0 1 0
4 M1230701703 0.0 0.0 0 0

Figure 15: 5 Top Records of the dataset

# Printing all Columns of dataset
print(list(payments.columns))

# Printing the shape of data
print(f'The dataset has shape {payments.shape}')

['step', 'type', 'amount', 'nameOrig', 'oldbalanceOrg', 'newbalanceOrig', 'nameDest', 'oldbalanceDest', 'newbalanceDe
st', 'isFraud',6 'isFlaggedFraud']
The dataset has shape (6362620, 11)

Figure 16: Printing the features of dataset

5.3.2 Types of Payments

# exploring the type of transaction
print(payments[ "type’' ].value counts())

CASH_OUT 2237500
PAYMENT 2151495
CASH_IN 1399284
TRANSFER 532909
DEBIT 41432

Name: type, dtype: inté64d

Figure 17: Types of Payments
5.3.3 NameOrig Feature Analysis
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#Investigating to check unique customers
payments.nameOrig.unique()

array(['C1231006815', 'C1666544295', 'C1305486145', ..., 'C1162922333',
'C1685995037', 'C1280323807'], dtype=object)

Figure 18: nameorig Feature

#investigating to see how many times a customer started a transaction
payments.nameOrig.value counts()

C1902386530 3
C363736674 3
C545315117 3
C724452879 3
C1784010646 3

C98968405 1
€720209255 1
€1567523029 1
C644777639 1
€1280323807 1
Name: nameOrig, Length: 6353307, dtype: inté64

Figure 19: Value Count of feature nameorig

5.3.4 namedest Feature Analysis

##Checking which recipients stand out

payments.nameDest.unique()

array(['M1979787155', 'M2044282225', 'C553264065', ..., 'C1850423904',

'c1881841831', 'C2080388513'], dtype=object)

11



5.3.5

5.3.6

Figure 20: namedest Feature

Checking mean of Amount

#FChecking the average amount
payments[ 'amount ' ] .mean()

179861.90354912292

Figure 21: Mean of Amount Feature

Checking Corelation between features

# show Correlation
correlation = payments.corr()
print(correlation['isFraud'].sort values(ascending = False))

isFraud 1.000000
amount 0.076688
isFlaggedFraud 0.044109
step 0.031578
oldbalanceOrg 0.010154

newbalanceDest 0.000535
oldbalanceDest -0.005885
newbalanceOrig -0.008148
Name: isFraud, dtype: floaté64

Figure 22: Co relation

5.4 Separating Fraudulent and Non-fraudulent transactions from our

target variable

# Sepearating Fraudulent transaction from non fraudulent

Fraudulent Transaction = payments[payments.isFraud ==1]
Not Fraudulent Transaction = payments[payments.isFraud ==0)

print('Fraudulent Transaction: {}'.format(len(Fraudulent Transaction)))
print('Not Fraudulent Transaction: {}'.format(len(Not Fraudulent Transaction)))

Fraudulent Transaction: 8213
Not Fraudulent Transaction: 6354407

Figure 23: Separating Fraudulent and non fraudulent transactions
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5.4.1 Handeling the class imbalance

To handle the class imbalance we have unsersampled the data by using random sampler.

from imblearn.over_ sampling import RandomOverSampler
from collections import Counter

Y = payments['isFraud']

features = payments.drop('isFraud', axis=1)
X=features

Non_Fraudulent Sample = Not Fraudulent Transaction.sample(n=8213)

# Combining the two datasets

Final dataset = pd.concat([Non Fraudulent Sample, Fraudulent Transaction], axis=0)

Final dataset['isFraud'].value counts()

0 8213
1 8213
Name: isFraud, dtype: inté64

Figure 24: Undersampling of Fraudulent transactions

5.5 Implementing HotEncoding

Applying one hot encoding, In order to convert categorical variables to a form which is
suitable for the training of models.

from sklearn.preprocessing import OneHotEncoder
from sklearn.model selection import train test split

from sklearn.tree import DecisionTreeClassifier
from sklearn import metrics

encoder = OneHotEncoder (handle unknown='ignore', sparse=False, drop=None,)
#perform one-hot encoding on 'type’ column

encoder df = pd.get dummies(Final dataset, columns=['type', 'nameOrig', 'nameDest'], prefix=['type', 'nameOrig',
'nameDest'])

Figure 25: One Hot Encoding
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5.6 Spliting the data into 70 percent training and 20 percent
testing

Y = encoder df['isFraud']

features = encoder df.drop('isFraud', axis=1)
X = features

#create X train, X test, Y train, Y test
# using test size of 20%

X train, X test, Y train, Y test = train test split(X,Y,test size=0.2, stratify=Y, random state=2)

Figure 26: Split of data into training and testing
5.7 Machine Learning Algorithms
5.7.1 Logistic Regression

from sklearn.linear model import LogisticRegression
model = LogisticRegression()

#Training model with Training data
model.fit(X_train, Y train)

model pred = model.predict(X_test)

# Obtain model probabilities
probs = model.predict proba(X test)

#importing the methods

from sklearn import metrics

from sklearn.metrics import confusion matrix, classification report, fl score, accuracy score, precision recall curve,
roc_auc_score

print('\nClassification Report:')
print(classification report(Y test, model pred))

Figure 27: Logistic Regression
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# ACCURACY SCORE
print( 'Accuracy:',accuracy_score(Y test, model pred))

Accuracy: 0.9038344491783323

Figure 28: Accuracy

print( 'AUC Score:')
print(roc_auc_score(Y test, probs[:,1]))

AUC Score:
0.9589364348057696

Figure 29: AUC for Logistic Regression
#define metrics
¥ _pred proba = model.predict_ proba(X _test)[::,1]

fpr, tpr, _ = metrics.roc_curve(Y_ test, v _pred proba)
auc = metrics.roc auc_ score(¥Y_ test, y pred proba)

#Focreate ROC curve

plt.plot(fpr,tpr, label="AUC="+str (auc))
plt.ylabel( 'True Positive Rate’)
plt.xlabel( 'False Positive Rate')
plt.legend(loc=4)

plt.show()

Figure 30: ROC for Logistic Regression

# Calculate average precision and the P-R curve
average precision = average precision score(Y test, model pred)
average_precision

0.8682388614791869

Figure 31: Logistic Regression Precision
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5.7.2 Random Forest

from sklearn.ensemble import RandomForestClassifier

# Define the model as the random forest
model = RandomForestClassifier(random state=5, n_estimators=20)

model.fit(X train,Y train)

RandomForestClassifier(n_estimators=20, random state=5)
model pred = model.predict(X_test)

# Obtain model probabilities
probs = model.predict_proba(X_test)

#importing the methods
e shleArn neCrics ARpREC COMUSIOn TACK LK ClasS LUIcation Jep0r s L), SOOI, ACEATACY, SCOLE, LT sion recall_curve,
Figure 32: Training Random Forest

# Print classification report using predictions
print('Classification Report:\n',classification report(Y test, model pred))

Classification Report:
precision recall fl-score support

0 0.98 0.98 0.98 1643

1 0.98 0.98 0.98 1643

accuracy 0.98 3286

macro avg 0.98 0.98 0.98 3286

weighted avg 0.98 0.98 0.98 3286
Figure 33:

# Print ROC AUC score using probabilities
print( 'AUC Score:')
print (roc_auc_score(Y test, probs[:, 1]))

AUC Score:
0.996403340089033

Figure 34: AUC Score for Random Forest
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# Print confusion matrix using predictions
pd.DataFrame(confusion matrix(Y test, model pred),
columns=['Predicted Negative(0) ', 'Predicted Positive(l)'],
index=['Actually Negative(0)', 'Actually Positive(l)'])

Predicted Negative(0) Predicted Positive(1)

Actually Negative(0) 1607 36
Actually Positive(1) 39 1604

Figure 35: Confusion Matrix for Random Forest

# Calculate average precision and the P-R curve
average precision = average precision score(Y test, model pred)
average precision

0.9667013048706263

Figure 36: Precision Random Forest

6 Conclusion

The implementation of the code is shown in the document and the codes are commented
for better understanding, for better readability the document is divided into sections and
subsections.

References:
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