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Abstract

In this research an attempt is made to build a Music Recommendation
system which includes both the main features of music i.e. lyrics and audio.
The lyrics will be analysed using Natural Language processing technique
and sentiment analysis will be done for the recommendation. Also simulta-
neously audio feature extraction of timbre audio features will be done using
libROSA and classification model will be built using machine learning and
deep learning models for the genre classification and prediction. CNN is
used for this study as the main classification technique and has yielded the
best results.

1 Introduction

1.1 Background
Personalisation is a fairly new concept which has taken over the world specially
in the entertainment industry. This concept has gained popularity in today’s era
because of the fast-evolving technology and the awareness in people nowadays
about their choices. This awareness has also increased because of the availability
of the content is in abundance and people have a very fast life. Back in earlier days
people were limited to the cable TVs and their choices had to be aligned with cable
provider as they had no choice but to watch whatever was being broadcasted to
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their screens. But the scenarios have changed now and we now have something
called OTT Platforms which give people a choice as to watch whatever they want
to and whenever they want to. Now the dependencies have reduced and a sort
of freedom has increased. The motive behind narrating this was that this sort of
freedom has been achieved in the Music industry as well. For music we have
numerous free sources as well as paid platforms like YouTube, Spotify, and many
more to name a few. They give the users content in vast abundance to choose
from according to their mood, their taste and their time. The basic function of
a recommender system as the name suggests provides recommendations of the
similar sort of things that the user is in a habit of exposing itself. There have been
numerous music platforms designed using the recommendation system algorithms
which are popularly clubbed and known as Music Recommender Systems (MRS).

1.2 Motivation
Music Recommender System actually works on a very simple algorithm of simi-
larity. Now, this can be based on two things and includes two prominent features
of a song which are namely the lyrics and audio-features. As a song is mainly
composed by lyrics and sound, research will focus on both one by one.
The motive behind the research study is to build a recommendation system using
Natural Language Processing tools to find and analyse the sentiments of the lyrics.
This is of utmost importance because the soul of a song are the lyrics used in it
and more importantly the context conveyed in the song by the lyrics. Without this
step the audio features extraction alone won’t be of much help because in life as
well you need words to express your sentiments and understand what the person
is saying. The second part is the extraction and analysis of the audio features. In
this part the audio signals will be turned in to images and a pictorial representation
of the sound waves will be done using Fourier Transform and these images will
be pushed in our CNN and other machine learning models. The combination of
the analysis of the sentiments through lyrics and the extraction of audio features
will be used make recommendations for the user in the MRS. Hence sentiment
analysis through lyrics will lay the foundation for the above mentioned MRS.
Basis of these two steps a library of pre-existing genres will be built and predic-
tions will be done. Genre classification and prediction is done by using machine
and deep learning techniques. The research presented has profoundly not used
any methods like collaborative filtering with a very strong reason that actually
the functioning of collaborative filtering is that it will take recommendations on
the choice via other user in lay man terms. This, in a more technical language,
means that Users X and Y will rate or act on other items similarly if they rate n
items similarly or exhibit similar behaviour. Instead of determining how similar
two products are, a group of ”nearest neighbour” users for each user are identified
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based on how strongly their past evaluations correlate. As a result, scores for the
things that cannot be seen are predicted using a mixture of scores from the closest
neighbours. So, if we look closely and understand the meaning of collaborative
filtering or matrix factorization which is again a class of collaborative filtering
is that to begin with, the essential requirement will be a user whose data will be
used to compare and find the contrast. But when it comes the study in hand to be
evaluated, the essence of it lying in finding an alternative to that and working our
way around the genres and creating a pre-existing history of the genres which is
in turn used to actually make the recommendations. By this way we don’t have to
rely on a user to create its history first so that the recommender system can make
the recommendations.

1.3 Research Question
How can Music Recommender System be built using Natural Language Process-
ing and Audio Feature Analysis?

1.4 Research Objectives
Below mentioned are the research objectives as to what is expected from this
study:

• Lyrics sentiment analysis using Natural Language Processing.

• Audio Feature analysis using Machine Learning and Deep Learning Algo-
rithm.

• Building a Recommender System.

All of this exercise is done in order to achieve personalization which in the end
enhance the user experience and interaction with the platform which will also be
the business aspect of the thesis. Hence this has been tried to achieve by using
a combination of machine learning and deep learning models and two separate
datasets for lyrics and audio respectively as the combined dataset for both was not
available due to piracy concerns. Therefore this is also the major constraint of this
thesis as well.

1.5 Report Structure
The report is bifurcated into several sections for a clearer and better understanding
of the reader. To begin with the ”Background” understanding of the research topic
as to why this research is important in the particular sector or any other sector
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it affects, ”Research Question” around which the entire report revolves and the
”Objectives” of the report. This is followed by the second section of Literature
Review through which the reader will gain enlightenment about the previous work
done by other researchers in the same field and this section will also talk about the
scope and the significance of this research and will support the research. Then
Methodology which is followed to achieve the work which is mentioned in the
following section that leads to the next section of Implementation where the steps
to achieve the mentioned methodology are explained in details. Furthermore, the
Evaluation of the steps mentioned in the above section are verified in the next
section called ’Evaluation’. Lastly the research is wrapped by a Conclusion and a
Discussion and the Future Scope of the study.

2 Literature Review

2.1 Audio Feature Analysis
Researchers have had a lot of difficulty determining the tempo (or number of
beats per minute) of a song or other audio recording in recent years, and this
area of study is a popular one right now. Audio synchronization for simultaneous
playing has been the topic of numerous applications in the past. (Laroche 2001)
discusses methods for identifying the tempo and swing, as well as the beats, in au-
dio recordings, assuming that the tempo is constant. The applications of the paper
as discussed in it are synchronising the multiple track audios, automatic looping
and so on. The paper has only used beats and tempo with the help of Fast Fourier
Transform and has found out the spectral energies. Transient Analysis technique
is used to find the upbeat. It is good technique to find the first peak but then the
major audio features are missing and also no recommendations are made. Also
the algorithm can be very expensive if the length of the song is too long as it only
works on the song length.
The automatic classification of audio signals into a hierarchy of musical genres
is investigated in this work (Tzanetakis & Cook 2002). Three feature sets are
especially suggested for describing pitch content, rhythmic content, and timbral
texture. Short Term Fourier Transform is used to calculate MFCC, Zero Crossing
amongst others. The entire flow to understand the wavelengths was full wave rec-
tification, low pass filtering then down pass sampling and mean removal to find the
autocorrelation. Human survey was conducted to create a bias for understanding
but again no recommendations was made for the genres. Although the flow used
to find out the autocorrelation is very strong with 61 percent with nonreal time and
44 percent real time success is achieved with 10 music genres. No deep learning
methodologies were used for the same. Same dataset as my research study.
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Then a research study came (Lee et al. 2009) in which an attempt was made to
automatically classify the music genres for which long-term modulation spec-
tral analysis of spectral (OSC and MPEG-7 NASE) as well as cepstral (MFCC)
features was put into use. In this study the author majorly focused on the mu-
sic problem of genre where the labeling of the music tracks is done so that the
online categorization of songs is done neatly and efficiently. The study has cate-
gorized the audio signals into 3 classes ’short-term’ which majorly comprises of
timbre features which include mfcc, spectral centroid and others. Long-term is an
aggregation of short-term features and Semantic features which refers to human
perception like emotions etc. SVM, GMM, LDA, KNN were used to classify the
genres. No deep learning models were implied and no recommendations were
made.
Post that a study came out to make an MRS in consideration of human emotions
(Yoon et al. 2012). For this study a rated list of music preferences of the contes-
tants were taken into consideration. Low-level features of music were used for
this study which are known for infusing human emotions. By using automatically
extracted low-level elements of music that evoke emotions, this recommendation
system was solving the scalability issue of tag-based music recommendation sys-
tems. A user history was created by making the contestants fill a form with a
couple of personal questions. By listening to that history an attempt was made to
reduce the gap between low-level and high level semantic features and this was
used to effectively reflect the dramatic changes in the user’s behaviour in listening
to the song.
In this study (Cheng & Tang 2016), the author developed a hybrid approach for
music recommendations that took user personalities and song audio characteris-
tics into account. The author suggested using the support vector machine to ad-
dress the problems of cold start and sparsity of preference ratings (SVM). User’s
personal behaviourial information was also used in this study. In this study the
personality feature plays an important role in predicting whether the user will like
or dislike the song which is compared with the Colaborative Filtering. The prob-
lem of cold start is addressed here but is only influenced by the user personal data.
The next study (Chang et al. 2018) also did some interesting research in building
a Personal Music Recommendation System (PMRS). The author came up with a
recommendation system by using the Convolutional Neural Network with a com-
bination of Colaborative Filtering to pull data from the already existing users.
ReLU function was used in CNN but again a pre-existing user history was needed
to have a better understanding. Even after using Convolutional Neural Networks
no meta data was explored and no proper feature extraction was done.
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2.2 Lyrics Dataset
In the first study, the author (Oramas et al. 2018) have generated three separate
datasets to evaluate our knowledge extraction strategies. The musical text data
was gathered from different websites and then their similarity between their texts
was measured by using Ratcliff-Obershelp algorithm. After mapping the texts re-
search map the artists’ discography. Words frequencies are also measured. For
the information extraction part Natural Language Processing technique is used.
The next study is based on Target-dependent Sentiment Analysis (Gao et al. 2019)
but in this study it is not done the traditional way. The author in this study has
used Bidirectional Encoder Representations from Transformers (BERT). A sen-
tence level text classification has been performed in this study by using the Target-
Dependent BERT. Also the study claims that a well-designed feature engineering
with ABSA and BERT can outperform Deep Neural Networks. But again the sen-
timent analysis done is on plain texts whereas sentiment analysis on songs is very
difficult because the interpretation is very subjective person to person. This study
(Laurier et al. 2008) is an improvement on the previous NLP studies with text and
mood detection because in this the regular music sentiment analysis of a song is
mixed with the audio features analysis. Here in this study the lyric are turned
into a bag of words and then Lucene Technique is used to find out the similarity
between the words. For combining the results for both the audio and lyrics clas-
sification there were two approaches, first in which they used separate predictions
and then integrating it and the second one was to integrate both the audio and
the lyrics features into one vector and place them all in the same location. This
made it possible to use audio and song lyrics in the same classifier. Another study
comprises of the same approach towards building an intelligent Music Retrieval
System. This study also combines audio and text analysis together. The audio
features are first extracted like mfcc, spectral centroid using the STFT technique
of Fourier Transform. SVM and LDA are used for the analysis. For the lyrics
part lexical richness, part-of-speech, bag of words etc. were analysed. This paper
implied the same idea but with a very different approach and no recommendations
were made. Also no deep learning model was implied.
The literatures above were reviewed on the basis of studies done on attempts to
build different forms of MRS. The studies also include some latest works but no
study was found which worked on both a combined dataset of lyrics and audio
where the song can be downloaded and used for analysis. This is a major concern
and a drawback in this study as well, which is the core reason why two separate
datasets were used in this study. The above discussed approaches for both the
datasets were all ahead of their time and all did a wonderful job and their con-
tributions are invaluable. The gap which should be addressed and no research
discussed above was using Natural Language Processing for the sentiment anal-
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ysis and extracting the audio feature from the scratch. For this study these two
tasks are performed with highest accuracy and a recommender system is built us-
ing Natural Language Processing with the help of Cosine Similarity and CNN for
genre prediction as it is proved superior over other classification models. Also in
this study an attempt is made to address the problem of cold start by focusing on
the genres of the song and then a new user who plays a song in any one of the
genre then the recommendations will be made according to genres closer to one
played by the user.

3 Research Methodology
• Dataset 1

– Performing EDA to achieve a normalised dataset

– Performing Natural Language Processing Technique by using the sen-
timent analyser in order to find out the sentiments of the songs.

– Performing the cosine similarity using the TF-IDF Vectorizer and ac-
quiring a similarity score for the songs which are semantically close
to each other.

• Dataset 2

– Understanding the audio and classifying the genres.

– 2-D Representation of the sound waves using libROSA Library.

– Performing the Fourier Transform.

– Building the Spectrogram and the Mel Spectrogram for the sound
waves.

– Audio Feature Extraction by extracting the timbre features using li-
bROSA Library.

– Dimensionality Reduction and Normalization.

– Applying the machine learning and Deep Learning methodology (here
CNN is used).

– Prediction and classification of the genres of the audios selected.

3.0.1 About the Dataset

In this thesis two different type of datasets will be used. The first dataset is the one
which only comprises of the lyrics. The dataset has lyrics of 21 different artists.
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On the other hand, the second dataset will be used to do the second part of the
thesis which is the Audio Feature Analysis. The dataset consists of audio of 30
secs each for different kinds of genres like ‘Rock’, ‘Blues’ and so on.

3.1 Business Understanding
As mentioned in the start of the report that Personalisation is a concept which
is being accepted by all types of business modules at a very fast pace may it be
online banking and transactions, online shopping and so on. Entertainment is a
kind of thing where everyone has their personal taste and preferences. There-
fore the industry is focusing on personalisation for a better and smoother user
experience. This trend is seen in OTT platforms and all different kind of music
platforms as well. Through this study the main focus is that to give the user a per-
sonalised music recommendation which he/she likes to listen to. The constraint of
the dataset with both the lyrics and the audio is standing in between but research
have managed to do them separately. Through the lyric dataset research finding
the sentiment giving recommendation and through the audio dataset the audio fea-
tures are extracted and the recommendation on the basis of the genre of the song is
given. Also the problem of cold start which many music platforms face in general
is also addressed at an initial level. research have found a way around things as
a user history is not required and recommendations on the basis of the genre of
the song will be provided. The genre which will be closer to the audio features
of the kind of genre the user listens at first will be recommended. Similar thing
with the lyric dataset is also done as research have a similarity score for the the
songs of 21 artists so recommendations based on that will be done. This entire
exercise is revolving just around personalisation which at the end will provide a
smoother user experience and will help the users to become loyal users of the so
called platforms.

3.2 Data Understanding
For this study there are two different kinds of datasets are used one for the lyrics
in which there are different folders of 21 different artists with several songs of
them lodged in a csv file. On the other hand the other dataset has wav files of
audio for 10 different genres of music. Also the audio dataset contains 2 derived
csv file one with the extracted audio features of the music files and the other an
augmented file in which those 30 seconds audio files are broken into 3 seconds
each and are used for the CNN Model to train the model better.
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3.3 Data Cleaning
Because not all models function well with null values, a clean dataset will enhance
prediction more accurately and make model prediction easier.

3.4 Data Modelling
The implementation will start after the model has been developed and the dataset
has undergone pre-processing. There are 7 Machine Learning Model which are
used and apart from that research also have deep learning methodology implied
which is Convolutional Neural Network. Which is sometimes known as CNN or
ConvNet, is a particular type of deep neural network. A deep, forward-feeding
artificial neural network is used. Keep in mind that the fundamental deep learning
models, multi-layer perceptrons (MLPs), are also known as feed-forward neural
networks.

3.5 Evaluation
How successfully the models accomplish the goals will be assessed in this step.
The performance of the model will be assessed using the evaluation matrices be-
low:

3.5.1 Accuracy

It reveals the proportion of times, out of all the classifications in the dataset, where
a model correctly identified an item. If the dataset is well-balanced and has high-
quality data, accuracy is a useful metric to utilize.

3.5.2 Cosine Similarity

Regardless of the size of the documents, Cosine similarity is a metric used in NLP
to gauge how similar they are. The cosine of the angle formed by two vectors
projected in a multi-dimensional space is calculated mathematically.

4 Design Specification
Both the datasets that are put to use for this research study is taken from Kaggle.
One dataset is purely based on lyrics which will be used to perform NLP and
sentiment analysis whereas the other dataset has audio files of 30 secs each from
10 different genres which will be used for genre classification and prediction.
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5 Implementation
The research uses different components in order to find out the best recommenda-
tion for a new user using the lyrics and the audio features of a song and combine
them. The components of the research interact with each other in a sequentially
designed manner to get the optimal results. The summary flow of the methodology
for both the data sets is given below:

5.1 Data Selection
There are two datasets being used in for this research study one which comprises
of the lyrics of the songs from 21 different artists and is used for the sentiment
analysis of the lyrics. The second dataset comprises of wav. audio files of 30
seconds each of 10 different genres. Additional to that there are 2 csv files which
contains all the derived audio features from the songs. One csv file is the one in
which research have 30 seconds audio lodged with their audio feature and also
data augmentation is done by breaking the 30 seconds audio to 3 seconds each for
training the Neural Network and the machine learning model.
Now the research is divided into two parts in terms of implementation for both the
dataset and the flow for both the datasets are different because the objective for
both of them are different. 1

5.1.1 Lyric Dataset

1. Exploratory Data Analysis: The EDA for this dataset consists of majorly
tokenization, Lemmatization, finding Unique Word, Data Cleaning, statis-
tics for the visualisation. To elaborate the steps and the flow of the model
followed in EDA is that first the lyrics dataset that is being used has so
many words which are not even readable to humans let alone the machine
to have the model. Also those lyrics have to be converted to words which
will be then used as tokens. The unnecessary stopwords are removed from
the ’lyrics’ as well as the title column. Lemmatization is done to achieve
the base root mode of the words and the words are normalized further in
order to be used by the machine. This is the essence of the sentiment analy-
sis of this thesis because rather than just finding the semantics of the words
in the song the context of the words is at focus in this study to get a better
recommendation. After the normalizing of lyrics a simple function to find
the unique words is performed to get an idea of the actual words and the
number of unique words in the lyrics. Initially the unique list is empty and

1Dataset Link: https://www.kaggle.com/datasets/deepshah16/song-lyrics-dataset
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the counter will traverse through the lyric’s column and then a count of the
unique words is done. Those unique words will be added to the newly cre-
ated ‘Word’ column. Post this a ‘Cleaning’ function is defined as to clean
the words like ‘remix’, ’Remix’, ‘live’, ‘Live’, and so on from the ‘Title’
column and are stored in a list. Also, if those songs with empty title column
is dropped from the list and are not considered. Then a general statistics of
the songs for each artist has been done in order to get a clear idea as to what
was the count of the words in the entire song and then what is the count
coming after the removal of the repeated words.

2. Data Preparation for Visualisation: For this step Lexical Richness is calcu-
lated. Lexical richness usually refers to the variety of the words which are
being used in the song is calculated so that research can reach to the clos-
est semantic of the word as to in which context the word in the lyrics was
used. Before finding the lexical richness, a small step is done in which the
length of the song before finding the unique words and after them is done
and also the total length of the song is calculated. Then the lexical richness
of each song for every artist is calculated. Post this some visualisation for
these steps are done. Bar Graph for Unique and Total Word Count, Graph
for Lexical Richness, Graph for grouping according to the year and Bar Plot
for the individual year is done.

3. Word Cloud: In terms of a song here research is trying to check the number
of times a word is appearing in a song for all the songs individually for each
artist. Through this the author get an idea that what shall be the target words
for each song for each artist.

4. Sentiment Analysis: This is the major part for the lyric dataset. NLP is
used to find the sentiment of the songs. Sentiment Analyser is used to find
out the sentiments which are categorised into 3 major sentiments namely
’Negative’, Positive’ and ’Neutral’. A swarm plot is created in which a
depiction of the dominant score is predicted. This is very important to do
in order to understand the nature of type of lyrics the artists majorly using.
Accordingly, the kind of mood set by their music can also be analysed. This
is the main objective of this part of the study.

5. Evaluation Metrics: The evaluation matrix used to solidify the findings is
Cosine Similarity using TF-IDF Vectorization. A similarity score is given
to all the songs and recommendations according to that are made.
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5.1.2 Audio Dataset

• Exploratorty Data Analysis: In this part for the audio dataset firstly the
’sample rate’ of the audios is calculated for the length of the audios and also
frequency through pressure strengths. libROSA library is used to perform
the task. The songs usually don’t start with a sound and also doesn’t end
with a sound so a trim leading and trailing silence function is used to remove
the abnormal sounds. This will also give us an idea of the starting and
ending part of the audio. Post that an initial pictorial 2-D representation
is done using libROSA. A song of Reggae genre is used to do the same.
This visualization is a time-domain representation of the signal. The author
representing loudness (amplitude) against the changing time.

• Data Extraction: The first step in this is ’Fourier Transformation’ for better
understanding of the visual representation of signals with time constraint
and converts them in frequency domain. Here Fast Fourier (FFT) and Short
Term (STFT) Transform is used. The former is used because of the discrete
nature of the signals and the latter is used to create window lengths of the
signals for further analysis. The next step involves creating the Spectrogram
and Mel Spectrogram of the signals. Since the author have lost the track of
time domain due to FFT, therefore, keeping a track as to which signal is
observed first becomes a bit difficult. It will add the logarithmic domain for
a better observation of the signals by making us plot the frequency against
the time domain. Also the window lengths which were created by STFT,
those numbers will be used to keep the track of time as to when the audio
starts and where is the peak of frequency on both sides of the axis. Whereas
Mel Spectrogram is used to add the Mel scale to normalise the data more
and remove the remaining anaomalies for a better analysis of the images.

• Feature Extraction: There are many features which are associated with an
audio. The features are extracted. The start is done by finding the zero
crossing rate in which a quick padding is done for not having dramatic dif-
ferences in the sine wave. Next comes Harmonics and Perception which are
a kind of multipliers to make those part of the audios audible which are not
within the audible range of a human ear. Temo Beat Tracker is used to keep
a track of beats with respect to sample rate. Then the main audio features
like Spectral Centroid used to find the centre of the spectrum, Spectral Roll
Off to find the lowest point of the spectral energy, Mel-Frequency Cepstral
Coefficients (mfcc) which is a representation of the short-term power spec-
trum of a sound, based on a linear cosine transform of a log power spectrum
on a nonlinear mel scale of frequency and chroma frequencies which project
the whole spectrum into 12 bins to represent the 12 unique semitones (or
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chroma) of the musical octave are done.

These features constitute to our audio features for this research study and the
prediction will be done on the basis of their analysis. Some visualization for
internal referencing was done by plotting a heat map to find out the correlation
between the features and box plot was plotted to find the outliers.

• Dimensionality Reduction and Normalization: Principal Component Anal-
ysis (PCA) was done for dimensionality reduction post which MinMax
Scaler is used for the noralization process.

• Application of Machine Learning and Deep Learning Models: In this study
the author implied 7 machine learning methodologies like GaussianNB,
Random Forest, Logistic Regression to name a few and also implemented
Convolutional Neural Network (CNN). For this the CSV file in which the
audios were broken down to a length of 3 seconds each were used. The
model was split into 70 percent train data as more training was required for
accurate predictions and the model was tested on 30 percent. After the ac-
curacies calculated for all the machine learning methods and deep learning
as well, CNN has the highest rate of prediction of the genre of the audio that
was fed to it. To implement CNN, tensor flow was used and 1500 epochs
were run and we used Adam Optimizer for the same.

2

6 Evaluation

6.1 Evaluating the Methods for lyrics dataset:
For the initial understanding of the data techniques like tokenization, lemmatiza-
tion, finding unique words and so on was done. A graph for the difference between
the total word count and unique word count was plotted as shown below.
This graph was for the clarity of the author as to find out the new words. Post that
an analysis was done for the Lexical Richness for the artists as shown in the table
below.

Natural Language Processing was used for finding out the sentiment score
for all the songs of each artists. A total of three categories were formed namely
’Positive’, Negative’ and ’Neutral’. A dominant score after analysing each song
on these three emotions was derived. Through the above table it is clear that every

2Dataset Link: https://www.kaggle.com/datasets/andradaolteanu/gtzan-dataset-music-genre-
classification
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Figure 1:
Word Count of Unique vs Total Words

Figure 2:
Lexical Richness Table

Figure 3:
Sentiment Analysis by dominant score

song gained a dominant sentiment and score according to which it was analysed
and recommendations were made. Cosine Similarity was used for the evaluation
of the NLP model and the first song in the lyric dataset ’beyoncé i’ve been drinkin’
i’ve been drinkin’ by the artist Beyonce was used to find the similar songs to it.
A range of 0.25 was used for the cosine similarity to predict the similarity and
recommendations are made. The list of the songs which are shown in the table
are a result of the similarity score based on the sentiment of the song used for
checking the similarity. The recommendations made on were of good accuracy
and was showing a decreasing trend in the table. A user who is new and comes and
plays a song online can be suggested songs on the basis of lyrics in this fashion.
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Figure 4:
Similarity score with value of similarity score¿0.25

6.2 Evaluation of Methods used for Audio Dataset
The audio dataset was comparitively larger and more complex to handle. The gen-
eral flow of the model was to first represent the signals in 2-D form using Fourier
Trasform by using the sample rate. Then FFT and STFT with hop length and

Figure 5:
2-D Representation

Window Size and the signals were changed to frequency domain from time. Post

Figure 6:
Fourier Transform

that the signals were converted to spectrogram and Mel spectrogram as the time
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constraint was removed so window length was used to keep track. FFT Window
size was kept 2048 and the shape was printed as 1025, 1293. The darker sections
were the one with higher frequencies. Post that Mel scale was added and Mel
Spectrogram was plotted because of some non-linear transformations. Spectral-

Figure 7:
Spectrogram (Up) and Mel Spectrogram (Down)

Roll, Spectral centroid, mfcc were among some timbre features. The model was

Figure 8:
MFCC (Up) and Spectral Centroid (Down)

fit with train at 70 percent and 7 Machine Learning Methodologies were used with
their accuracies shown below.

Figure 9:
Accuracy of Machine Learning Models Implied

From the above table it can see that Random Forest had the best accuracy but
this was not it. Post this the XGB Classifier is also applied on training the dataset
for the classification and prediction.
The accuracy of XGB is higher than all the 7 model which comes out to be 89
percent.

A Confusion Matrix was plotted to find the correlation between all the ML
models before CNN was applied.
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Figure 10:
Accuracy of XGB

Figure 11:
Confusion Matrix for ML Models

After this Deep Learning methodology was used and CNN was used for clas-
sification as CNN over powers other classification Model. This is what exactly
happened as CNN used tensor flow and had the highest accuracy of 93 percent.
Also CNN was used because audio signals were converted into images and CNN
works best with image dataset. Research have used the ReLU activation for the
model. The model is predicting and classifying the genres 93 times out of 100
which was convincing rate for an unsupervised learning model. Adam Optimiser
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was used for this purpose along with Tensor Flow and through this an attempt to
solve the problem of cold start was also done.

Figure 12:
Accuracy for CNN

Figure 13:
Accuracy Curve for CNN

7 Conclusions and Discussion
After a thorough research online and offline the main motive of this study was
to create a strong recommender system which actually just not focus on the se-
mantics of the lyrics just for the sake of it. Music is something which is conveyed
beyond words. The real challenge in building this recommender system was to ac-
tually just not focus on the semantics of the words but to also get the context of the
words which are used in a song. For this an attempt has been made in this study
to catch the context and three different moods were identified for the lyrics. Also
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a similarity score using cosine similarity with the help of TF-IDF vectorization
was done. Also, when it comes to music the audio also plays an important part,
therefore an attempt was made to understand the audio features of the songs and
to extract the major features and make the machine understand them in a pictorial
way so that research finds out which genres were closer to each other. For the
lyric dataset a sentiment score based on the words or text was given to each song
and then using a similarity score a recommendation which is closest to the first
song is done. For the audio dataset CNN model is able to predict the genres for
93 percent of the time when an audio is given to it (the accuracy for other models
is mentioned in the table above). Also on the other hand for the sentiment analy-
sis part in the lyrics dataset the accuracy was very close and the mood prediction
using cosine similarity was coming out to be quite convincing.
Now the main problem which was being faced by these kinds of MRS was of cold
start which was also a big business problem indeed. The problem of cold start in
a layman terms means that there is no data to start with for the user. You have
to create a user data first and then the machine can make the recommendations.
But then a pre-existing user history is not possible for a new user. Hence in this
study the author have found a way around that which is the author have created a
pre-existing history of the genre of the songs by extracting the audio features of
the same. Now if a person plays a song then research already have a list of genres
in a decreasing order of the similarity which can be and will be recommended to
the user. Also, these were the main objectives of the research study at large which
were mentioned earlier in the start. The attempt is made to fulfill the objectives
and come up with an idea which actually promotes the feeling of personalization
and enhances the user experience at all levels through an efficient MRS because
music does play an important part in everyone’s life at some point of time. This
is at very basic level but can be considered a good start also in terms of business
perspectives as through this the user experience and interaction can be enhanced.

8 Future Scope
Although the accuracy of the CNN Model came out to be 93 percent, the biggest
constraint in this study was to find a dataset with both lyrics and audio available
together. By that a much better, efficient and personalised Music Recommenda-
tion System can be built. The problem of cold start can be then further solved
without a pre-existing user history. Many music platform owning companies can
use this model and improvise it for a much more smoother user experience.
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