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1 Introduction

A Hybrid Machine Learning Model For Brain Tumor Classification is described in depth
in this configuration manual, along with the system configuration, software requirements,
and operational procedures. Section 2 of this document provides details on hardware and
software specs. The setting up of the environment, gathering and preparation of the data,
importation of libraries, and mounting of Google Drive are covered in Section 3. The
many procedures involved in image processing are described in Section 4. The models’
design and implementation are discussed in Section 5.

2 System Configuration

The system configuration that was used to carry out the project is described in this part
of the configuration manual.

2.1 Hardware Requirements

Table 1: Hardware Configuration

Operating System Windows 10
RAM 27.3 GB (Google Colab Pro)

Disk Space 210 GB (Google Colab Pro)
Runtime Model Name Intel(R) Xeon(R) CPU @ 2.20GHz

2.2 Software Requirements

Table 2: Software Configuration

Programming Language Python 3.8.16
IDE Google Colab Pro

Database Management Google Drive
Web Browser Google Chrome
Email Account Gmail account for Google Drive and Colab
Other Softwares Microsoft Office and Overleaf
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3 Project Development

Information about environment setup, data collection, and data consumption is provided
in this part of the configuration manual.

3.1 Google Colaboratory Environment Setup

The research implementation environment is Google Colaboratory 1. It offers Google
Cloud hosting, Python version 3.6.9, and strong RAM and GPU support. To utilize
Google Colab, you must have a Gmail account because of login requirements.

Figure 1: Google Colab

3.2 Data Acquisition

Both the data is collected from Kaggle 2 Dataset 1 3 and Dataset 2 4 .It is an ethical data
source that is openly accessible.Both the dataset are brain tumor MRI dataset.

1Google Colab:https://colab.research.google.com/
2Kaggle : https://www.kaggle.com/
3Dataset 1: https://www.kaggle.com/datasets/navoneel/brain-mri-images-for-brain-tumor-detection
4Dataset 2:https://www.kaggle.com/datasets/sartajbhuvaji/brain-tumor-classification-mri
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Figure 2: Dataset 1 Source

Figure 3: Dataset 2 Source
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3.3 Data Preparation

Figure 4: Google Drive Data

Figure 5: Dataset 1 Folders
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Figure 6: Dataset 2 Folders

3.4 Importing libraries

The libraries listed in this section are necessary for carrying out the research project. The
libraries are imported using pip. sklearn 5, Tensorflow 6 and Keras 7 are the primarily
used libraries in the research.

5sklearn: https://scikit-learn.org/
6Tensorflow: https://www.tensorflow.org/
7Keras: https://keras.io/
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Figure 7: Libraries Imported

3.5 Mounting Google Drive

To utilize the data, Google Colab must have Google Drive mounted. It has to be authen-
ticated using the Colab Gmail account.

Figure 8: Mounting Google Drive on Colab Notebook

4 Image Processing

Information on the various phases of image processing is provided in this section.
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4.1 Image Pre-processing

The study employed a variety of image processing approaches, as illustrated below.

Figure 9: Image Pre-processing

4.2 Image Augmentation

The dataset is augmented with additional images.There are many methods employed,
including crop, blur the image, find contours and extreme edges in the image, etc

Figure 10: Image Transformation
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5 Modelling

5.1 Squeeze-Net

Figure 11: Squeeze-Net Model Implementation

Figure 12: Squeeze-Net Model Implementation Cont.
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5.2 Feature Extraction using Squeeze-Net

Features are extracted using pre-trained Squeeze-Net model and the features are passed
to SVM classifier for classification.

Figure 13: Feature Extraction Using Squeeze-Net Model

5.3 Support Vector Machine (SVM)

Below is an illustration of how the SVM classifier is implemented using Grid Search Cross
Validation.
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Figure 14: SVM classifier
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