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1 Introduction

This configuration manual discusses the step-by-step process that was involved in this
project, from setting up the environment to implementing and evaluating it. The goal of
this evaluation was to determine whether or not the performance of a transformer-based
model could be improved by applying an aspect-based sentiment analysis technique to
it. In this setup manual, you will find information on the programming language that is
used, as well as the configuration of the system and any required libraries.

Discussion centers on the findings of this study as well as the several experiments
conducted and the assessment criteria used for each of them.

2 Environment Setup

2.1 System Specification

Jupyter notebook and Google Collaboratory were used in order to carry out the imple-
mentation of this study. It is a web-based platform that is free of charge and is based on
the Jupyter notebook. It provides resources for running Python applications on Google
servers and gives users free access to high-end GPUs for the purpose of implementing
machine learning models. Because of the faster GPU, the amount of time spent waiting
while the code is executing is significantly reduced.

2.2 System Specification

Python language was used in this project, with all the packages and libraries listed below.
• NumPy
• Matplotlib
• Pandas
• NLTK
• Keras
• pytorch
• tensorflow
• Seaborn
• Scikit-Learn
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2.3 Data Source

The data in this project is captured from website Kaggle. Four data set have been used
in this project. The demonetization tweets data contains 14941 tweets captured in the
year 2016 and contains the information across 16 columns holding data of tweets, source,
id etc. Other three dataset contains data pf digital wallets that are googlepay,phonepay
and paytm. Data was captured from year 2019-2021.

3 Implementation

In this section, all the steps are noted right from start to end implementation proposed
in this project. Libraries loading, data preparation and implementing models.

3.1 Importing Libraries

In figure 1. all the necessary libraries are loaded used for implementing this project.

Figure 1: Importing Libraries

3.2 Data Loading and Pre-processing

In figure 2. and 3 data loading process is done for both the topics: sentiment analysis
and lstm model. Data for EDA and Depp learning are same dataset.

Data Pre-processing was carried on to remove unwanted columns, stop words, remov-
ing outliers, null values etc. Below snippets show some of the steps carried out to in data
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Figure 2: Loading data for sentiment analysis

Figure 3: loading data for EDA and LSTM model

pre-processing.

Figure 4: Detecting Outliers

Before and after cleaning dataset, we obtain 5 rows and 22 columns, as shown in
below figure 5.
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Figure 5: Cleaning tweets dataset

Figure 6: Cleaned dataset

3.3 Feature Extraction

While performing EDA on digital payments data, feature extraction task were carried
out s shown in below figure 7 and data after feature extraction in figure 8,

In figure 7, all three data of digital payment, feature extraction are applied together
and prepared a cleaned data.

3.4 Modelling and Evaluation

The process of data modeling is an act of training machine learning model to predict the
values from the features and adjusting it according to the business needs. Deep learning
method are going to be used such as LSTM and Mutlinomial Naive Bayes. The model
measures accuracy of 95% accuracy and on similar line, T Srinivas et al. (2019) discussed
similar model with the satisfactory results.

In figure 9, data is split into data training set and testing set and multinomial Naive
Bayes theorem is applied.
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Figure 7: Feature Extraction

Figure 8: Data After Feature Extraction
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Figure 9: Split and run Multinomial Naive Bayes Model

The below figure 10 and 11 , shows the evaluation results of the trained Multinomial
Naive Bayes.

Second phase of modelling was to train LSTM model and capture evaluation and
results of the same. Figure 12 and Figure 13 shows the data split, training and accuracy
of the model. The model reports with 82% accuracy, whereas similar model was applied
in Shobana and Murali (2021) which had slightly better results.
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Figure 10: Results of Multinomial Naive Bayes

Figure 11: Confusion Matrix of Multinomial Naive Bayes
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Figure 12: Split and train LSTM Model

Figure 13: Results of LSTM model
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