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1 Introduction

This paper’s goal is to describe the coding procedure for the project. The hardware and
software setups required to duplicate the research in the future are outlined. This section
describes the steps required to execute the script, as well as the design and implementation
procedures required for effective executable code.

2 System Configuration

This segment will discuss the system configuration of the project.

2.1 Hardware Configuration

The hardware configuration of the device used is as follows.

Figure 1: Device configuration

2.2 Software Configuration

The software used for this project is Jupyter Notebook. This software was launched
using Anaconda Navigator. This coding platform is open source, easy to use and web
interactive. Figure 2 shows the Anaconda navigator.

3 Data Preparation

Following steps will show the code that was sequenced and run in Jupyter Notebook
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Figure 2: Software Required

3.1 Data Selection

Six data files are used in this project they all are in CSV format and are been downloaded
from a open source site, Kaggle.

3.2 Importing Libraries

As shown in figure 3 Following libraries were imported initially in the project. SHAP
library requires older version of numpy, Hence numpy is later imported in the project.

Figure 3: libraries imported

3.3 Importing Data

As shown in figure 4, The data is imported to different data frames.

3.4 Data Pre-processing

For ptr processing the data, As shown in figure 5 and 6, the null value of data is checked
and a primary is form to merge the data.
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Figure 4: Importing CSV files

Figure 5: creating primary key

Figure 6: checking for null value in final data frame.

4 Data Mining

This part will show the data modelling part of the project. Figure 7 shows the library
used for data mining. Figure 8 shows how data was transformed and divided into training

Figure 7: Libraries used

and testing.

4.1 Random Forest Regression Model

Figure 9 shows how Random Forest Regression Model was implemented and RMSE value
was checked.
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Figure 8: Data used for training and testing

Figure 9: Random Forest Regression Model

4.2 Decision Tree Regression Model

Figure 10 shows how Random Forest Support Regression Model vector machine (SVM)
was implemented and RMSE value was checked.

Figure 10: Decision Tree Regression Model

4.3 Support vector machine (SVM)

Figure 12 shows how Support vector machine (SVM) Regression Model was implemented
and RMSE value was checked.

Figure 11: Support vector machine (SVM)
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4.4 XGBoost Regression Model

Figure 12,13 and 14 shows how XGBoost Regression Model was implemented, hyperpara-
metric tuning applied and RMSE value was checked.

Figure 12: Applying XGBoost

Figure 13: Hyperparametric tuning

Figure 14: Checking RMSE

4.5 Prediction

In fig 15 roles and price is assign to players and mean of theire points is taken to score
them for overall season.

5 Explainable AI

In this segment explainable AI part of the code is discussed.

5.1 Random Forest

Figure 16 shows the implementation of explainable AI in Random Forest Regression
Model. Here, heat map is produced along with beeswarm and bar graph.
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Figure 15: Final Prediction

Figure 16: Random Forest

5.2 Decision Tree

Figure 17 shows the implementation of explainable AI in Decision Tree Regression Model.
Here, beeswarm and bar graph are produced.

Figure 17: Decision Tree

5.3 XGBoost

Figure 16 shows the implementation of explainable AI in XGBoost Regression Model.
Here, waterfall, beeswarm and bar graph are produced.

Figure 18: XGBoost
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