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1 Introduction

This document contains comprehensive information on the hardware and software com-
ponents used in the project. It also describes the packages utilized when running the
application. Furthermore, it provides a detailed step-by-step approach for the project
"Role of Social Media in Start-ups Success using Machine Learning Approaches: Twit-
ter”.

2 System Configuration

2.1 Hardware Configuration

Device specifications

Device name DESKTOP-6R5TPP/

Processor Intel(R) Core(TM) i5-7200U CPU

Installed RAM

Device ID 650ACC 7-4C61-A43

Product ID 3 343 -AAOEM

System type ] -based processor

Pen and touch No pen or touch input is available for this display

Copy

Rename this PC

Windows specifications

Edition indows 10 Home Single Language
Version

Installed on

OS build

Experience

Copy

Figure 1: System Specification



3 Applications used in this Research

To execute the project Jupyter Notebook was used and all the machine learning al-
gorithms were developed using the python programming language. The following were
the main libraries used in this project.

Jupyter Notebook: 6.4.11

python language: 3.8.5

Python Libraries

Numpy: 1.22.3

Pandas: 1.4.2

Keras: 2.11.0

matplotlib: 3.5.1

sklearn: 1.1.3

Tensorflow: 2.11.0
Selenium Webdriver: 4.1.3

Beautifulsoup: 4.11.1

The libraries used in the project are explained in the section below:-
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Numpy: Numpy is a python library function that helps in doing complex array
and matrix operations on a complex mathematical function.

Pandas: It is a python library that helps complex analytical operations which are
used in the fields of data analytics.

sklearn: This helps in solving regression and classification algorithms.

Keras: Keras is a python package which acts as an interface between the neural
network.

Selenium Webdriver: Scrapes the website as scripts and these scripts have to be
extracted.

Beautifulsoup: Is used to scrape the data from the website it acts between the
API and the programming language.

Data sources

In this research, there are two datasets were utilized. One of the datasets is from Kaggle
which is an open-source platform where every day thousands of data sets are uploaded by
data scientists and researchers use the dataset for their research purposes. And another
dataset was scraped from Twitter using Selenium Webdriver.
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6 Code Snippets

months = {'Jan':1, 'Feb':2, 'Mar':3, 'Apr':4, 'May':5, 'Jun':6, 'Jul':7, 'Aug':8, 'Sep':9, 'Oct':1@, 'Nov':11, 'Dec':12}
def extract_dates(date_str):
if len(date_str) < 8:
return None
yr = date_str[-4:]
mon_str = date_str[:3]
mon_num = None
for k in months.keys():
if k == mon_str:
mon_num = months[k]
if not yr.isdigit() or mon_num is None:
return None

mon_num = (mon_num - 1)
if mon_num == ©:
mon_num = 12
end_date = str(yr) + '-' + str(mon_num) + '-15'
start_date = str(int(yr) - 10) + '-' + str(mon_num) + '-15'

return (start_date, end_date)

Figure 2: Twitter scraping based on date
Figure 2 shows the code snippet scraping the data based on the date required for

analysis.

Percent progress
Percent progress

3.33667000333667 running for 1.672506332397461e-05 mins

4.1788375041768837 running for 3.926356633504232e-85 mins
Percent progress 5.005005005885805 running for 5.592962581424154e-65 mins
Percent progress 5.839172585839173 running for 7.585416878117188e-65 mins
Percent progress 6.67334800667334 running for 9.327332178751627e-85 mins
Percent progress 7.5875875075875875 running for €.00016836919148763621 mins
Percent progress 8.341675008341674 running for ©.808012588630752563476 mins
Percent progress 9.175842589175842 running for ©.80014170010884602865 mins
Percent progress 10.01901001861001 running for ©.880815912453333536783 mins
Percent progress 18.844177518844178 running for ©€.80017588191294352214 mins
Percent progress 11.678345011678346 running for ©.80019243955612182617 mins
Percent progress 12.512512512512513 running for ©€.80021291971286665638 mins
Percent progress 13.34668001334668 running for ©.880822954543431599934 mins
Percent progress 14.188847514188847 running for ©.0002462586294250488 mins
Percent progress 15.815015015815015 running for ©.00026549895604451496 mins
Percent progress 15.849182515849183 running for ©.00028418752614339195 mins

Figure 3: The output of Twitter Scraping

Figure 3 shows the output of scraping the data.

Figure 4 shows the epochs of the RNN model. There were 50 epochs run for this model
which gave an accuracy of 92%.

Figure 5 shows the code snippet of the RNN model which calculates the accuracy, loss
and score of the RNN model.



Epoch 48/58
2719/2719 -
Epoch 41/58
2719/2719 -
Epoch 42/58
2719/2719 -
Epoch 43/58
2719/2719 -
Epoch 44/58
2719/2719 -
Epoch 45/58
2719/2719 -
Epoch 46/58
2719/2719 -
Epoch 47/58
2719/2719 -
Epoch 48/58
2719/2719 -
Epoch 49/58
2719/2719 -
Epoch 58/58
2719/2719 -

328s

340s

33@s

329s

327s

332s

329s

332s

332s

327s

334s

validation_size = 1506

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

.1823

.181e

.1812

.1766

L1775

.1766

L1779

.177e

.1752

.1741

L1731

accuracy.

accuracy.

accuracy.

accuracy.

accuracy.

accuracy.

accuracy.

accuracy.

accuracy.

accuracy.

accuracy.

.9239

.9256

.9266

.9277

.9261

.9265

.9265

.9279

.9274

.9289

.9287

328s/epoch
348s/epoch
338s/epoch
329s/epoch
327s/epoch
332s/epoch
329s/epoch
332s/epoch
332s/epoch
327s/epoch

334s/epoch

Figure 4: RNN Epochs

X_validate = X_test[-validation_size:]
Y_validate = Y_test[-validation_size:]

X_test
Y_test

= X_test[:-validation_size]
= Y_test[:-validation_size]

121ms/step
125ms/step
121ms/step
121ms/step
128ms/step
122ms/step
121ms/step
122ms/step
122ms/step
128ms/step

123ms/step

score,acc = model.evaluate(X_test, Y_test, verbose = 2, batch_size = batch_size)
print("score: %.2f" % (score))

print("acc: %.2f" % (acc))

1292/1292 - 28s - loss: ©.6511 - accuracy: ©.8125 - 28s/epoch - 22ms/step

score:

acc: @.

.65
81

Figure 5: RNN Accuracy
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Steps of file execution

1.TwitterScraping.ipynb must be executed which consists of the Twitter scrap-
ing

2.EDA.ipynb must be executed which contains the exploratory data analysis of
the dataset.

3. TweetFeatureExtraction.ipynb this file contains code that the features are
extracted from the scraped data.

4.RandomForestRegression.ipynb contains the code for the Random Forest
regressor model.

5.Sentiment Analysis.ipynb contains the code for the sentiment analysis of Twit-
ter tweets.

6.CorrelationAnalysis.ipynb code for the correlation analysis between the de-
pendent an the independent variables.

7.SVR.ipynb The Support Vector Regressor model is developed.

8.RegressionAnalysis.ipynb Regression Analysis code is written and the RMSE
value is calculated.

9.ScaledRegressionAnalysis.ipynb Here the scaled features are used for the
regression analysis.

10.RNN.ipynb Recursive Neural Network is discussed here.
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