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1 Introduction 
 
This document provides information about the hardware and software components used to 
build the homophobia and transphobia detection system. The steps outlined in this manual 
can be followed to run the code and reproduce the results. 
 
2 Hardware and Software Configuration 
 
The technical specifications of host device used to implement this research project is shown 
in Figure 1 
 

 
Figure 1: Technical Configuration 

 
Python 3.7 is used for implementation. All the frameworks and libraries required are given 
below in Figure 2. 
 

 
Figure 2: Setup Configuration 
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3 Dataset 
 
The dataset used in this research was compiled by (Chakravarthi et al., n.d.). Dataset was 
directly downloaded from https://codalab.lisn.upsaclay.fr/competitions/5310. The dataset was 
already splitted into train, validation and test data. The data is uploaded to Google drive and 
Kaggle account. 
 
 
4 Implementation on Models 

4.1 DistilBERT 
 
Google drive is mounted on the current session of Colab Notebook to read the dataset using 
the code given in Figure 3. 
 

 
Figure 3: Mount google drive 

 
 

 
Figure 4: Importing all the required libraries 
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Figure 5: Read the data files and extract text and labels 

 
Figure 6 shows the code used to store train, validation and test data in pandas dataframe. 
 

 
Figure 6: Create Pandas Dataframe to store the data 

 
The data pre-processing steps are given from Figure 7 to 11. 
 

 
Figure 7: Punctuation removal 
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Figure 8: Emoji conversion 

 

 
Figure 9: Stop words removal 

 

 
Figure 10: Convert numbers to words 

 

 
Figure 11: Lemmatization 

 
The target variable is label encoded into 3 classes. This is shown in Figure 12. 
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Figure 12: Label encoding the target variable 

 
Figure 13: Combination of upsampling and downsampling technique 

 
Figure 14 shows the code snippet for Vectorisation. In this step, the text data is converted 
into vectors. 

 

 
Figure 14: Vectorisation using DistilBERT Tokenizer 

 
Figure 15 shows the code used for configuring the DistilBERT model. 
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Figure 15: Configure the DistilBERT model with hyperparameters 

 

 
Figure 16: Model training 

 

 
Figure 17: Predict the test data 

 

 
Figure 18: Display Confusion Matrix and Classification Report 
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4.2 RoBERTa 
The data loading and pre-processing steps for RoBERTa models remains the same as 
DistilBERT model. Only difference is data augmentation and model building. These steps are 
given below. 
 
Figure 19 shows the Easy Data Augmentation technique (Wei and Zou, 2019) used to 
increase the instances for minority classes. To execute this code, two files augment.py and 
eda.py should be saved in the current working directory. These .py files are attached in the 
ICT solution code artefacts folder. It can also be found in the following link - 
https://github.com/jasonwei20/eda_nlp 
 

 
Figure 19: Easy Data Augmentation 

 
 

Figure 20 shows the code used to initialize RoBERTa Tokenizer 
 

 
Figure 20: RoBERTa Tokenization 
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Figure 21 shows the code utilized to generate train, validation and test dataset in the 
RoBERTa model compatible format. 
 

 
Figure 21: Generate train, valid and test dataset  
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Figure 22 shows the code utilized to initiate and configure the RoBERTa model. All the 
hyperparameters are defined in this step. 
 

 
Figure 22: Configure the RoBERTa model 

 

 
Figure 23: Model Training 

 

 
Figure 24: Predict the test data 

 

 
Figure 25: Display Confusion Matrix and Classification Report 
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4.3 mBERT 
To implement the mBERT model on Tamil dataset, Kaggle Notebook was used to run the 
code. First the dataset is uploaded to Kaggle. 
 

 
Figure 26: Importing all the required libraries 

 
Figure 27 shows the code utilized to open the files and fetch labels and text data. 
 

 
Figure 27: Reading the data files 
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Figure 28: Store the train, valid and test data in pandas dataframe 

 

 
Figure 29: Perform label encoding on target variable 

 
The dataset should be transformed into the format which is compatible with 
SimpleTransformers module. Columns were renamed as “text” and “labels”. Code used to 
execute this is shown in Figure 30. 

 

 
Figure 30: Transform the dataset to input format of the model 
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Figure 31 shows the code utilized to configure the model and train it on train dataset. 
Appropriate hyperparameters were defined in this step. 
 

 
Figure 31: Model building 

 

 
Figure 32: Predict the test data 
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