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1 Introduction 
 

The configuration manual is a methodical procedure for the project ‘Detection of Phishing in Instant Message 

using Natural Language Processing and Machine Learning’. It involves the technical steps, Installations, and 

Implementation for the purpose of project mentioned above. The objective to present this configuration is to guide 

and assist readers through each step of the process so they can produce the desired results and output, which are 

delivered in a technical report. 

1.1 Project Overview 

 

The project is aimed towards detection of phishing in Instant Message as proactive measures to safeguard users 

from social engineering-based phishing attack. To achieve the goal, we have aimed to use NLP (Natural Language 

Processing) to pre-process and extract the features of phishing present in the text of message and use these to train 

different machine learning models to help them classify the Instant messages as phishing and no phishing. The 

proposed model if applied with other factors can help to detect phishing in the instant message application and 

can thus protect the users and save the business. 

 

2 Hardware/ software requirements: 

2.1 Hardware: 

Processor: Intel i5 

Memory: 16GB 

Operating System: Windows 11, 64-bit 

2.2 Software: 

Jupyter -Lab: Python -programming language software with Jupyter-lab from anaconda distribution has been 

installed for the purpose of using NLP and developing machine learning models. 

 

Draw.io has been used to create the flowchart of proposed model and framework. 

Microsoft Excel used for presentation of result in chart/graph. 

2.3 Dataset: 

The “SMS phishing dataset for machine learning and pattern recognition” used for the project was open source 

and available on Mendeley data contributed by Mishra S. and Soni D. (2022). It had a collection of labelled text 

messages used in SMS phishing research. It contained 5971 texts messages labelled as Legitimate /Ham (4844), 

Spam (489), and Smishing (638). 
 

3 Implementation of project in Jupyter  

3.1 Pre-processing of dataset 

 
Data cleaning and pre-processing has been done in Jupyter environment using NLP. Fig 1 shows code for 

importing different libraries. 
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Fig 1 Importing libraries and Dataset in the Jupyter environment 

 

 

Pre-processing of dataset by converting to lower case and removal of special charcter,numeric charater has been 

shown in Fig 2 and Fig 3 shows removal of shortword, stopword and lemmatization by word tokenization. 

 

 
 

Fig 2 Pre-processing of data by converting to lower case and removal of special charcter,numeric charater 
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Fig 3 Pre-processing by removal of shortword, stopword and lemmatization by word tokenization 

 
Data preprocessing using Gensim library in case of Classification with Word2vec method of vectorization has 

been shown in Fig 4. 

 

 
 

Fig 4 Data preprocessing using Gensim library 

3.2 Vectorization 

3.2.1 Vectorization using Bag of Words 

Fig 5 shows vectorization using Bag of Words with unigram and bigram depending upon the frequency of the 

words in dataset. 

 

 
 

Fig 5 Vectorization using Bag of Words 

3.2.2 Vectorization using TFIDF 

Fig 6 shows Vectorization using TFIDF. TF-IDF helps to create vector using TF(Term frequency) and 

IDF(Inverse document frequency) that gives more weight to the less frequently but important words in dataset. 
 

 
 

Fig 6 Vectorization using TFIDF 
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3.2.3 Vectorization using Word2vec 

Fig 7 shows Vectorization using word2vec. Word2vec is dense representation of text with similar representation 

of similar words in dataset showing contextual and semantic relationship. Gensim library has been used for the 

purpose of Word2vec word embedding.  

 

 

 
 

Fig 7 shows Vectorization using word2vec 

3.3 Train Test split 

Vectorized data has been split into train and test set with a test size of 0.33. Fig 8 shows train and test split in 

case of BOW and TFIDF. Fig 9 shows train and test split with Word2vec. 

 

 
 

Fig 8 Train and test split with BOW of vectorisation 

 

 

 

 
 

Fig 9 Train and test split with TFIDF method of vectorisation and Rnadom Over Sampling 

 

 
 

Fig 10 Train and test split with Word2vec method of vectorisation 

3.4 Applying Machine Learning Models 

3.4.1 BOW vector with Logical Regression 
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Fig 11 Applying Logistic Regression on BOW vector 

 

3.4.2 BOW vector with Gaussian Naïve Bayes  

 

 
 

Fig 12 Applying Gaussian Naïve Bayes on BOW vector 

 

3.4.3 BOW vector with Random Forest 

 
 

Fig 13 Applying Random Forest on BOW vector 

 

3.4.4 TFIDF vector with Logical Regression 

 
 

Fig 14 Applying Logistic Regression on TFIDF vector 

3.4.5 TFIDF vector with Gaussian Naïve Bayes 

 
 

Fig 15 Applying Gaussian Naïve Bayes on TFIDF vector 

3.4.6 TFIDF vector with Random Forest 

 

 
 

Fig 16 Applying Random Forest on TFIDF vector 
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3.4.7 Word2vec with Random Forest 

 
 

Fig 17 Applying Random Forest on Word2vec 

3.5 Evaluation 

3.5.1 Evaluation of Classifiers on BOW vector 

• Evaluation of Logical Regression 

The models are evaluated on the accuracy percentage for classification and recall percentage of phishing 

messages. 

 

 
Fig 18 Evaluating Logical Regression with BOW 

 

• Evaluation of Gaussian Naïve Bayes Classifier 

 

 
Fig 19 Evaluating Gaussian Naïve Bayes with BOW 

 

• Evaluation of Random Forest Classifier 
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Fig 20 Evaluating Random Forest with BOW 

3.5.2 Cross validation of models with BOW method of vectorization 

Cross validation avoids over fitting of data on machine learning models and helps to evaluate without any bias. 

Models were cross-validated using stratified K-Fold cross validation method, where k=10. 

 

 
Fig 21 Cross validation of models with BOW 

 

3.5.3 Parameter tuning of Random Forest Model 

n_estimator that is no. of trees in forest as per ML model was tuned, and the best performance was obtained 

when n_estimator=40. 

 
 

Fig 22 Parameter tuning of Random Forest with BOW 

 

3.5.4 Evaluation of Classifiers on TFIDF vector 

• Evaluation of Logical Regression 
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• Evaluation of Gaussian Classifier 

 
 

• Evaluation of Random Forest Classifier 

 
 

Fig 23 ML Classifiers with Tf-IDF  

3.5.5 Cross validation of models with TF-IDF method of vectorization 

 

 
 

Fig 24 Cross validation of models with TF-IDF 

3.5.6 Parameter tuning of Random Forest Model 

n_estimator was tuned, and the best performance was obtained when n_estimator=40. 

 

 
Fig 25 Parameter tuning of Random Forest with BOW 

 

3.5.7 Evaluation of Random Forest Classifier Classifiers on Word2vec method of vectorization 

 

 
 

Fig 26 Evaluating Random Forest with Word2vec 

3.5.8 Cross validation of Random Forest Classifier with Word2vec vector  

 
 

Fig 27 Cross validation of Random Forest with Word2vec 
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3.5.9 Parameter tuning of Random Forest Model 

n_estimator was tuned, and the best performance was obtained when n_estimator=20. 

 
 

Fig 28 Parameter tuning of Random Forest with Word2vec 
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