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1 Introduction

The " Voice recognition System by analysing the different qualities of voice " configuration
handbook describes how to configure the system's hardware and software, for this project
MFCC and GMM techniques are being used for extracting the features form the voice and
comparing the different voice based upon their log likelihood value. The code explained is to
support the working of the project.

2 Dependencies

The following dependencies need be installed on the system in order for the application to be
accessed and operate correctly on any of the systems:
1. Anaconda:

2. Python 3.6
3. TKinter

4. Scikit learn
5. Pillow

6. NumPy

3 Running/Accessing the program
Unzip the folder with the program file, now you can open the anaconda and activate the
anaconda.

EE Anaconda Prompt (anaconda: > = ~

Cbase) C:\Users\vikky>conda activate recog
(recog) C:\Usersi\vikky>d:
Crecog) D:\>cd THESIS

Crecog) D:\THESIS>cd Speaker—Recognition

Crecog) D:\THESIS\Speaker—Recognition>

Figure 1:Starting the project



By typing the above shown command you can activate the anaconda. Now navigate to the
Speaker-Recognition folder and run the homeapp.py file.

If you see the following image on the screen then the program is running properly.

@ Speaker Recogrition = o X

SPEECH RECOGNITION
Test the machine

T
~

Figure 2:Front-end

4 Operation of the system

For training the machine, click on the train machine section and below window will appear.

¢ Speaker Recognition(Train) - =} X

Record Play Train

Figure 3:Training window



e For the purpose of this the name of the person and the duration of the audio should be
written and,

o first 5 data sample to be recorded by clicking on the record button five times, the
recorded data is being saved in training_data folder.

e For checking that the data is being recorded correctly you can simply play and check
the audio as well.

e Now the data can be trained by clicking the train button, once the data is being trained
you can close the window and move towards the testing section of the project.

e For testing the model, click on testing and then you can record the audio and test for
the audio.

¢ Speaker Recognition(Test) - =} 54

Figure 4:Testing window

5 Code Used:

The Mel-frequency cepstral coefficients (MFCC) is used in the project for the purpose of
detection of speech and extracting the features for the voice and In a biometric system, a
model called Gaussian mixture mode (GMM) is used to represent the probability distribution
of continuous measurements or features.



a D:\THESIS\Speaker-Recognition\GMM1.py - Sublime Text (UNREGISTERED)
File Edit Find View Goto Tools Preferences

Selection Project Help

4F  GMMipy

numpy < np

eech_features mfcc
eech_features logfbank
_io.wavfile 2= wav
sklearn.mixture G

pickle

os

warnings

mfeatures

warnings . 3 grore")

def
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file paths (“development_set_enroll.t
i

:
file paths.urite(x:str(i):"
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file paths.close()

train_file levelopmen
file paths (train_{

count - 1

features
path in file paths
path - path
rate,sig - wav.read(source:path)
mfcc_feat-mfeatures. feat sig,rate)

features =

features - mfcc_feat

features ((features, mfcc_feat))
count

gom — GHM(n
gnm.fit(features)

Figure 5: GMM code

E DATHESIS\Speaker-Recognition\python_speech_features\MFCC.py - Sublime Text (UNREGISTERED)

File Edit Selection Find View Goto Tools Project Preferences Help

4 MFCC.py — Speaker-Recognition\python_speech_features

| _ future__ division
numpy
python_speech_features sigproc
scipy.fftpack
scipy.io.wavfile

feat,energy - fbank(signal,samplerate,winlen,winstep,nfilt,nfft,lowfreq,highfreq,preemph,winfunc)
feat - numpy.log(feat)
feat (fesz ty axis=1, n ‘ortho’ )[ numcep]
feat r(feat,ceplifter)
appendEnergy: feat[:,2] - numpy.log(energy)
feat

f fbank(

highfreq- highfreq samplerate 2

signal - sigproc sis(signal,preemph)

frames sigproc.framesig(signal, winlen*samplerate, winstep“samplerate, winfunc)
pspec sigproc.p pec(frames,nfft)

energy - numpy.sum(pspec,1)

energy - numpy e(energy 9, numpy . i float).eps,energy)

fb = get filt nfilt,nfft,samplerate, lowfreq,highfreq)
feat = numpy.dot(pspec,fb.T)
feat - numpy.where(feat 8,numpy. finfo(float) .eps, feat)

feat,energy

logfbank

feat,energy - fbank(si
numpy . log(feat)

Figure 6:MFCC code



