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Abstract 

One of the major threats for various companies is phishing attacks which utilize 

malicious URLs as their payloads for a successful attack. Traditional malicious URL 

detection systems typically used blacklisting-based approaches or signature-based 

approaches. Such approaches can be bypassed easily by changing the signature pattern in 

the URL, hence insufficient for detecting newly generated phishing or malicious URLs. 

Hence many systems are implementing machine learning, deep learning, neural 

networks, and AI-based approaches in their detection systems to make the system more 

accurate and faster as compared to the traditional approach. Many machine learning and 

deep learning algorithms are used for such research but for this proposed model, the 

Extreme Learning Machine algorithm is used with the sigmoid function being used in 

the activation function instead of the reLu function. For training the model twenty 

characteristics of the URL are used. The model provided 84% accuracy with 1.48 

minutes of time taken to train the model which is much faster as compared to using reLu 

function. 
 

1 Introduction 
 

1.1 Malicious URL 

URLs that are created to either spam a victim or fraud the victim is termed malicious URL. 

These URLs also enable a user to download a virus into their system by just clicking on it. 

Phishing attacks can also be performed using malicious URLs. Phishing attacks are termed as 

one of the most dangerous cyber-attacks around the world, as the victim’s data can be 

comprised using that attack. Hence, it is essential to identify if the URL is malicious or not 

before clicking on it. The attacker often uses social engineering as a tool, to make the victim 

click on the malicious URL. Many malicious URLs appear to be very genuine which makes 

the victim assume that the URL is authentic and safe to click on. In many scenarios, 

shortened URLs are used for phishing attacks. Hence, it is necessary to make sure if the URL 

is malicious or not [1]. 

 

1.2 Detection of Malicious URL 

Every malicious URL has five components namely a top-level domain, a subdomain, a 

second level domain, and a subdirectory with a resource name for some URLs. Clicking on 

such a malicious URL can result in various consequences such as a virus could be 

downloaded which can result in credential theft or encryption of data resulting in a 

ransomware attack. More than eighty-five percent of the emails received are spam. Multiple 

techniques can be used by various organizations to detect malicious URLs such as using an 

email gateway that provides filtering of the email body for malicious content, using various 
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sandboxes, and using proxy-based plugins in the web browser. These technologies have 

various limitations as most of them rely on filtering or a blacklisting-based approach. In 

recent years, there has been an increase in the use of machine learning-based technologies, 

deep learning, and neural networks. These technologies help to analyze a large amount of 

data in a faster and an accurate manner [2]. 

 

1.3 Research Question 

The following are the research questions that are elaborated on in the paper. 

• How fast and accurate Extreme Learning Machine algorithm can perform if the reLu 

function is used in the activation function of the model replacing the sigmoid function? 

• Is it possible to extract as many features as possible for training the model, which can be 

used to train the model? 

The proposed model addresses the implementation of the reLu function in the Extreme 

Learning Machine algorithm instead of using the sigmoid function. The solution enables the 

model to be trained in less time and provides higher accuracy. Detecting a serious cyber 

security threat at an earlier stage is essential for a company. Initial detection helps the 

company to eliminate the threat earlier and faster which can prevent a huge amount of 

business loss to the company. The model proposed further in the paper contributes towards 

accuracy and efficiency in detecting malicious URLs and preventing serious cyber security 

threats in form of phishing attacks. The remaining part of the paper is outlined as follows: 

Section 2 mentions the literature review conducted for the research, Section 3 mentions about 

the design methodology implemented in the paper, Section 4 mentions about the model 

implemented in the paper, Section 5 mentions about the implementation, Section 6 mentions 

about the evaluation and results obtained from the model, Section 7 mentions about 

conclusion and future work, and Section 8 mentions about all the references used in the 

paper. 

 

2 Related Work 
 

The following section explains research conducted on multiple techniques used to detect 

malicious URLs. Machine learning, deep learning, and neural networks are the technologies 

majorly used by various security researchers. Lexical features of the URL are used for 

training the model by all the researchers. This section is divided into three subsections 

namely Malicious URL detection and classification, Approaches to detect Malicious URLs 

using machine learning and deep learning, and finally, a summary of the research conducted. 

2.1 Malicious URL Detection and Classification 

As most of the techniques rely on blacklisting based approach, where the url is filtered out or 

blocked by analyzing the signature of the URL. Deng [3] suggested using the Earth’s 

Mover’s Distance. The gap between a malicious URL and a genuine URL is calculated in the 

proposed method. A specific threshold is calculated of a genuine webpage, and it is measured 

by the threshold of a malicious webpage if the threshold is not met it was detected as 

malicious. Visual similarity was compared as a threshold. Since the malicious webpage or the 

URL can be almost similar to a authentic webpage, researchers moved to other forms of 

technique. 
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Feroz and Mengel [4] proposed the first use of machine learning to detect malicious URL 

using scalable machine learning algorithm, Apache, and Mahout. The proposed hybrid model 

could detect as well as classify the URLs into different categories. The detecting process was 

implemented using K-algorithm, while the classification process was achieved using 

Microsoft Reputation Services (MRS). The proposed model achieved the accuracy of more 

than nighty percent, but it required more filtering as the final analysis displayed levels of 

threat in a single URL only. 

Nagaonkar and Kulkarni [5] proposed a similar hybrid model which was also able to 

perform classification and detection. The proposed model worked in two different stages. 

First the model, detects whether a URL given is malicious or not. Second, the model 

classifies the malicious URL as phishing, spam, or malware. The proposed model also 

classified the URL into multiple categories. Kumar [6] proposed the similar approach using 

multi-layer categorization, which resulted in efficient and accurate classification of the URL. 

The model performed better in classifying the URL as spam, phishing, or malware. Tan [7] 

proposed a similar approach which increased the accuracy for large network traffic. 

URL is made up of three parts, protocol, host name, and resource identifier. Protocol is the 

technology used for communication, for example whether http or https is used. Host name is 

name of the website for example, facebook.com. Lastly, Resource identifier is the resource 

which we want to use, for example, facebook.com/all.txt. Here we are trying to visit all.txt 

file. Shantanu [2] proposed the model which used all these three component for analysis of 

the URL. Machine learning models such as Logistic Regression, Stochastic Gradient 

Descent, Random Forest, Support Vector Machine, Naive Bayes , K-Nearest Neighbors , and 

Decision Tree were used to develop the model. Sklearn library was used for implementation 

of all the algorithms in python. Forty five thousand URLs were used to train the dataset and 

then for testing the model. Linear discriminant was used to perform feature extraction and 

principal component analysis from the URLs. For standardization and normalization of the 

dataset URLs, feature scaling was used. The training of the model was performed using 

eighty percent of the dataset, while rest of the twenty percent was used to perform the testing 

of the model. Out of all the algorithms used Random Forest performed with higher accuracy. 

Yang [8] proposed a model using neural networks for detecting malicious URL by 

implementing convolutional gradient unit or GRU algorithm. Text classification features 

were used by model to detect if the url is malicious. The model used three components, first 

Keyword-Based URL Character Embedding, second Feature Extraction Module, and lastly 

Classification Module. The model is more focused towards using feature extraction for 

training the model and then scaling the features. The model was more accurate than other 

model compared, but the model used a lot of computing resources comparison to other 

models. 

Lin [9] used a model to detect URLs based on large amounts of datasets. Content-

based solutions were not used in the model, as it was not able to handle a large amount of 

data. The model filtered all the benign URLs in the first stage, reducing the large number of 

URLs from the dataset. Then the training and detection are performed on the rest of the 

dataset. One million URLs were easily classified under two minutes showing higher accuracy 

and efficiency. Passive-Aggressive and Confidence Weighted algorithm was used for the 
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model. The accuracy of the model was calculated using the measure of downloading rate and 

missing rate of the malicious URLs. 

Bahnsen [10] used lexical and statistical features of the URL in the model to detect 

malicious URLs. First, the features were extracted from the URLs and then fed into Random 

Forest and recurrent neural networks algorithm. It also used eighty twenty percent for 

training and testing the model simultaneously. The results evaluated that Random forest was 

able to classify more accurately but recurrent neural networks consumed less memory as well 

as the performance of predicting a malicious URL was more. 

2.2 Machine Learning and Deep Learning approaches 

Saleem [11] proposed surveying multiple machine learning algorithms such as SVM, 

Regression, KNN, Naïve Bayes, and Random Forest for detecting malicious URLs. Lexical, 

Content-Based, Host-Based, and Reputation-Based features were used from the URL to the 

analysis. A confusion matrix was used for the evaluation of all the algorithms. Deep Learning 

algorithms were also used such as Logistic Regression, KNN, and SVM for the analysis. The 

deep learning models were more accurate compared to the machine learning models. Also, 

the training time of the deep learning models was less compared to machine learning models. 

Junaid [12] proposed a model which utilizes machine learning algorithms such as 

Random Forest, Extra Trees, KNN, SVM, AdaBoost, and Gradient Boosting for detecting 

malicious URL. Datasets were taken from Kaggle, and UNB. Lexical features of the URL 

were used for training the model. The results included accuracy of more than nighty eight 

percent and three percent of low positives. 

Basnet and Doleck [13] used a heuristic model by having binary methods to detect 

malicious URLs. The dataset used was from the phistank website. In the model along with 

lexical features, keyword, reputation, and search-based features were used for analysis. 

Machine learning algorithms such as SVM, NB, and Random Forest were used. Random 

Forest performed best among all the algorithms, while the Naive Bayes algorithm didn’t 

perform well as compared to other algorithms. Though the lightweight approach was 

considered for the model, the model histogram resulted in an error rate of less than 0.3 

percent, a false positive rate of 0.2 percent, and a false positive rate of 0.5 percent. 

Lakshmanarao [1] made a model of NLP techniques such as TF-IDF Vectorizer, 

Hashing Vectorizer, and Count Vectorizer which focused on processing the text of URLs. 

Logistic Regression, K-NN, Decision Tree, and Random Forest machine learning algorithms 

were used for the model. In the proposed model Random Forest achieved the best accuracy 

among other algorithms with ninety seven percent. The model also embedded a web 

application using hashing vectorizer to detect malicious URL. 

Manyumwa [14] proposed a model which was able to extract multiple features from 

the URLs such as word-based features, Whois database, HTML web source, and 

geographical locations. The model was able to detect as well classify the URL. Multi class 

attacks were also detected by implementation of ensemble learning technique. The URLs 

were classified as spam, phishing, and malware. The dataset was used from multiple sources 

such as DMOZ, Phistank, Webspam, and URLhaus. The accuracy for the model resulted in 

eighty nine percent. The proposed research was able to clearly show that detection of non-

malicious URL is easier as compared to malicious URL. 

Yang, Zhao and Zeng [15] proposed a model which implemented deep learning 

algorithm, also it was able to extract multidimensional features from the URLs. CNN Long 

Short-Term Memory Network algorithm was used to build the model. The model proposed 

included three stages, which are feature extraction, embedded representation of all the 

features, and then detection as well as classification of the URLs. The results produced more 
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accuracy as compared to common machine learning algorithms. The false positive was also 

less in the model due to usage of multidimensional features. 

Mohammad [16] proposed a model using a deep learning algorithm but it had not 

used trial and error methods while detecting which made the results much more accurate and 

faster as compared to other traditional deep learning and machine learning models. 

Vazhayil [17] also implemented a model using deep learning algorithms such as 

Convolutional Neural Network (CNN) and CNN Long Short-Term Memory Network (CNN-

LSTM). The model used URLs as input instead of using features of the URL. The model was 

quite complex to be implemented but the accuracy of the model was quite good. But [18] 

implemented a similar model using recurrent neural network (RNN), long short-term memory 

networks, and CNN-RN algorithms. The results produced were that CNN-LSTM had the 

highest accuracy among all the algorithms used. 

Yuan [19] proposed a model which used semantic and visual features of URL as input 

to the neural networks such as capsule networks, independent recurrent neural networks, and 

attention mechanism. The model was able to detect and then classify the malicious URLs. 

The model resulted in more than ninety percent accurate in detecting the malicious URLs. 

Ateeq [20] proposed a model which uses lexical features of the URL for analysis. The 

model used multi-layer feed forward network. The author implemented seventy percent of the 

data for training, fifteen percent for testing, and remaining fifteen percent for testing. The 

accuracy of the model was less, up to seventy five percent. 

Sen, Ray and Chakrabarti [21] proposed a hybrid model using CNN and LSTM 

algorithm. The model used many features of the URL such as list-based approach, URL-

based schemes, learning-based , and content based. The model achieved ninety percent 

accuracy. 

Patil [22] proposed a model to detect clickjacking attacks by detecting malicious url. 

The model used extreme learning machine algorithm with the sigmoid activation function. 

The model used lexical features for analysis. It used eighty twenty percentage for training and 

testing the datasets in the model. The results achieved were more than ninety one percent. 

2.3 Literature Review Summary 

The results of literature review were mostly on machine learning models as well as neural 

networks or deep learning models. Most of the model used various pre-processing techniques 

to extract features of the URL, and then the data was given to the algorithm implemented for 

training and detecting. Most of the models in the research had high accuracy but more false 

positive in most of the cases in machine learning algorithm based models. However, in the 

proposed model the false positives are reduced by using reLu function and it utilizes all the 

lexical features for analysis. 
 

3 Research Methodology 
 

Due to lockdowns during covid times, there has been increase in the usage of internet. This 

has resulted in more work from home culture by almost every company. This made use of 

various technologies such as VPN, which makes the office network accessible through 

personal internet connection. Due to this, there has been increase in the various attack 

surfaces. There is increase in ransomware attacks on various companies especially after covid 

times. The first stage of the attacks is phishing for most of the cases, where the attacker crafts 

a malicious URL and with social engineering makes the victim visit it [21] [18]. In the 

proposed model, extreme learning machine algorithm is used with reLu function replacing 
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the sigmoid function in the model. ReLu function makes the training time less and also 

makes the accuracy more as compared to sigmoid function. The model implemented is as 

Figure 1. The following subsections, mentions about the selection of the dataset, pre-

processing of the URLs, data being visualized, modelling of the data, and evaluation of the 

proposed model. 
 

 

Figure 1: Proposed ELM Model for Malicious URL Detection. 

3.1 Selection of Dataset 

The dataset is selected from Kaggle [23] having 6,51,191 URLs. The URLs are classified into 

4,28,103 as safe URLs, 96,457 as defacement URLs, 94,111 as phishing URLs, and 32,520 as 

malware URLs. The dataset is made from multiple sources such as phistorm, PhishTank, etc. 
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The classification in terms of percentage is as follows, about sixty-six percent of the URLs 

are safe URLs, fifteen percent of the URLs are of type defacement, and the rest are of type 

others. The dataset contains two columns, one containing the URL, and the second containing 

the label. 

3.2  Dataset Pre-processing 

This is the second stage of the model after, dataset selection. In this process, we adjust the 

dataset in an appropriate manner where the dataset is cleaned with removing the null values, 

balancing the dataset if some values are missing, and generalizing the data such as graph 

plots for various URLs. In the model, we have used bar plotting to make sure we analyze the 

dataset appropriately. Seaborn python library is used for plotting and analyzing the dataset. 

3.3 Feature Extraction 

After the pre-processing of the dataset, we try to extract features from the URLs, which is 

applied to model for training and testing. As the dataset is not provided with features, it is 

essential to extract the necessary features. In this stage, lexical features are extracted. 

Features such as does the URL contain any IP address, any abnormal URLs, Dots in the 

URL, www in URL, @ in URL, no of directories present in the URL, // in URL, any 

shortening service used in URL, https in URL, http used in URL, ? in URL, % in URL, 

presence of “-“ and “=” in URL, any suspicious words such as PayPal, login, or bonus in the 

URL, digits in URL, letter count in URL, length of the URL, and usage of top level domain 

in URL. Total of twenty five features were extracted from the URL. The features have integer 

type of value stored in the column. List of total features extracted are shown in the Figure 2. 
 

 

Figure 2: List of Features extracted from the URLs. 
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3.4 Visualization of the Datasets and Features 

It is essential to visualize the datasets as well as the processing of the features to understand 

the dataset in more depth. The model has used multiple visualization formats such as pie 

charts, bar graphs, and many others. Even all the features of the dataset are also visualized 

after extraction from the URL to proceed accurately in designing the model. 
 

 

Figure 3: Types of URLs classified in the dataset. 

Figure 3 shows the visualization of the URLs in the dataset, where more than sixty percent of 

the URLs are safe. The rest of the URLs are Malware, Phishing, and Defacement which is 

more than thirty-five percent. Hence the dataset has sixty percent of URLs which are safe, 

while forty percent of the URL are malicious. 
 

 

Figure 4: Abnormal URL extracted from the dataset. 

Figure 4 shows abnormal URLs extracted from the dataset, the abnormal URLs are divided 

into one and zero. One represents, the URL is an abnormal URL. Zero represents, the URL is 

not an abnormal URL. Figure 4 shows that most of the abnormal URLs are from phishing, 

defacement, and malware. While some of the benign URL are also said to be abnormal. 

Abnormal URLs are checked using WHOIS library in python. 
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Figure 5: HTTP Features extracted from the Dataset. 

 

 

Figure 6: HTTPS features extracted from Dataset. 

SSL certificates for a website is very essential, as it defines that the communication is secure 

and encrypted. Hence, URLs which have https can be considered safe and secure. HTTPS 

features must be considered while checking for safe URLs. In Figure 5 and Figure 6, we can 

see that benign URLs have used https whereas many malicious URLs have used http. 
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Figure 7: Suspicious keywords extracted from Dataset. 

In Figure 7, suspicious keywords such as PayPal, bonus, update, and many others are 

searched in the URL. Figure 7 shows that some of the malicious URLs have such suspicious 

words, while most of the benign URLs don’t have them. Zero represents no presence of 

suspicious keywords, and one represents the presence of suspicious keywords. 
 

 

Figure 8: Correlation Matrix of features extracted from the Dataset. 
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The above Figure 8 shows the correlation between the features extracted from the URLs. 

Correlated features which are high are identified using correlation matrix. Such correlated 

features are removed from the dataset as they create a lot of noise while training the model. 

But in the matrix we can see there are not much high correlated features, hence we do not 

remove any features from the dataset. The correlation matrix is essential to make the dataset 

noise free and good for further analysis. 

3.5 Training and Testing of the Dataset 

After extracting the required features from the dataset, it is necessary to split the dataset into 

eighty-twenty percent ratio for training and testing simultaneously. To split the dataset, we 

are using train_test_split library. First, 177884 set of URLs are used for training, which 

accumulates eighty percent of the dataset. Second, 44600 set of URLs are used for testing the 

model, which accumulates to twenty percent of the dataset. The following figure shows the 

distribution of the dataset for training and testing the model. 
 

 

Figure 9: Splitting of Dataset into 80%-20%. 

3.6 Evaluation and Result 

For the model, we have used Extreme Learning Machine Algorithm using the reLu function 

instead of using the sigmoid function. For the evaluation of the model, a confusion matrix 

will be used. Other techniques such as F-1 scores, recall, and precision will be calculated for 

the model. We will calculate the time taken by the model to train using both the sigmoid and 

reLu functions, as well as the accuracy for the model with the sigmoid as well as reLu 

functions. 

 

4 Design Specification 
 

To accurately detect malicious URLs, we have implemented the Extreme Learning Machine 

algorithm which was implemented by [21] to detect clickjacking attacks. The ELM model is 

a neural network that is feedback in nature. The model uses the sigmoid function, but we 

have implemented the reLu function in the model for better accuracy and less training time. 
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Gradient-based algorithms are very slow in comparison to the ELM Mode in terms of 

learning which provides an extra advantage for the model as it does not face issues faced by 

gradient models such as local minima, stopping criteria, and also learning rate [24], which 

helps the ELM model to attain higher accuracy and performance. 

4.1 Extreme Learning Machine Model 

Extreme Learning Machine algorithm is a single layer model which have a hidden layer of 

neural networks which are feed forward in design. The ELM model has a single hidden layer 

between the input and the output layers. Weights can be chosen for the model in middle of 

the input and hidden layers [25]. High performance of the model and learning rate of the 

model depends on accurate values assigned to the weights, value of the threshold set, and the 

activation function. The neurons in the ELM model are activated using activation function 

such as reLu function [26]. Figure 10 shows the output, input, hidden nodes and activation 

function [27]. 
 

 

Figure 10: Extreme Learning Machine Model. 

In the model implemented, we have used ELM classifier as the base class for the ELM 

model. ELM classifier class performs binary classification and provides results in form of 

either one or zero [25]. This is essential in the model as it produces the output as to either the 

URL is malicious or not. 

4.2 reLu Function in the ELM Model 

Extreme Learning Machine algorithm uses sigmoid function as an activation function, but we 

have implemented reLu function in the activation instead of using sigmoid function. ReLu 

function is a type of line piecewise function that produces output if the input is positive else it 

ill produces the output as zero. Nowadays many neural networks use reLu function as their 

activation function in the model as it is easier to train and achieves higher efficiency as 

compared to other activation function such as sigmoid function [28] The following Figure 11 

shows the reLu function. 
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Figure 11: reLu Function. 

 

5 Implementation 
 

For the model implemented, main goal of the model is to detect malicious URLs with good 

accuracy and the training time must be reduced by using reLu function. With new techniques 

of phishing there are always new URLs generated which are very difficult to detect. Hence it 

is essential to make sure the data is accurate for the model to detect malicious URL. For this 

reason, many libraries have been implemented to make the dataset appropriate for the model 

such as pandas, NumPy, Sklearn, urlib, seaborn, requests, re, and many others. To visualize 

the features extracted from the dataset, matplotlib library is used to make various graph plots, 

correlation matrix, and pie charts. Pandas library is used to vie changes in the dataset as well 

to load the dataset into python jupyter. To analyze the statistical graphics seaborn is used 

along with pandas. For detecting abnormal URLs, a request is made to Whois database hence 

requests library is used. We also require searching for various features such as dots, 

exclamation marks, and so on, hence for such operation re library is used which performs 

regex search. After all the libraries are imported and the model is implemented, we detect the 

malicious URL using the model and then we compare the training time for both model with 

reLu function and model with sigmoid function, also accuracy for both the activation 

function is compared with the same model. Following are the specifications of the model 

being implemented. 

• RAM: 16GB 

• Hard Disk Space: 50GB 

• Operating System: Windows 11 

• Programming Language: Python3 

• Libraries: Pandas, NumPy, Matplotlib, Sklearn, Seaborn, Urllib, Os, itertools, and 

urlparse. 

 

6 Evaluation 
 

To efficiently detect malicious URLs, with the Extreme Learning Machine algorithm, various 

metrics are considered to calculate the efficiency and accuracy of the model which are 

accuracy, training time, F-1 scores, recall, and precision. The model is also evaluated with a 

confusion matrix for the reLu function. 

6.1 Experiment 1 / Evaluation based on Accuracy 

In the experiment, we trained both the activation functions with the ELM model on the same 

dataset, then we tested the model, and lastly calculated the accuracy for both the activation 

function. Here the results were that the reLu function had higher accuracy as compared to the 

sigmoid activation function. ReLu function performed with  83 percent of accuracy whereas 

the sigmoid activation function performed with 75 percent of accuracy. The following Figure 

12 and 13 shows the accuracy of both activation function. 
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Figure 12: reLu Activation Function Accuracy. 

 

 

Figure 13: Sigmoid Activation Function Accuracy. 

6.2 Experiment 2 / Evaluation based on training time 

The training time of both the activation function were calculated using the time library of 

python by calculating the start of the training and then the end of the training of the datasets. 

The results accumulated showed that the reLu function trained in 6.3 seconds whereas the 

sigmoid trained in 16 seconds. The following Figure 14 and 15 shows the training times of 

both activation functions. 
 

 

Figure 14: reLu Activation Function Training Time. 

 

Figure 15: Sigmoid Activation Function Training Time. 

6.3 Experiment 3 / Detecting Malicious URLs using reLu function 

For efficient detection of the malicious, we created a function that will be called to extract the 

features from the URLs and then given to predict variables to predict whether the URL is 

malicious or not. We were able to detect the URLs provided to the model. The following 

Figure 16 shows the detection of the URLs. 
 

 

Figure 16: Detecting Malicious URL using reLu Activation Function. 
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6.4 Experiment 4 / Confusion Matrix of the ELM Model with reLu 

Function 

The following Figure 17 shows the confusion matrix of the ELM Model. 
 

 

Figure 17: Confusion Matrix of the ELM Model with reLu function. 

 

The performance characteristic of the model is calculated in the confusion matrix. The 

confusion matrix properties such as True Positive, False Positive, True Negative, and False 

Negative. The following Table 1 shows all the results calculated from the Confusion Matrix. 

Table 1:  Confusion Matrix of ELM Model 

CONFUSION MATRIX VALUES 

True Positive True Negative False Positive False Negative 

883 1140 112 76 

  

The performance matrix of the model calculated through Confusion Matrix is as follows. 

Table 2:  Performance Matrix 

Accuracy Precision Recall F1-Score Training Time 

83% 85% 90% 90% 6.3 Seconds 

 

6.5 Discussion 

Extreme Learning Machine model implemented with reLu function is compared with the 

sigmoid activation function with respect to various factors. Since, the sigmoid function is 

better than other activation functions, but it was observed that reLu function performed much 

better than sigmoid function in comparison to training time, and accuracy. The time taken by 

reLu function to train is 6.3 seconds whereas sigmoid function was trained in 16 seconds. In 

terms of accuracy reLu function is 83 percent while sigmoid function is 75 percent. Hence in 

terms of both the parameters accuracy and time, reLu function performs better  and faster 

than sigmoid function and can be used for performing various other research in the neural 

network models. 
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7 Conclusion and Future Work 
Malicious URLs are constantly emerging in various phishing attacks which are customized to 

bypass various technologies used to detect them such as blacklisting or filtering based 

approaches. This resulted into use of machine learning or deep learning based models to 

detect the malicious URL. The ML and deep learning models proved to be fast, and accurate 

as compared to the traditional technologies. The research proposed a model which uses 

Extreme Learning Machine algorithm with reLu activation function to detect malicious 

URLs. After successful implementation of the model, URLs were detected using the 

algorithm implemented in the model with eighty three percent of accuracy, proving the 

solution to be effective and fast. 

 For the future work, we can implement various extensions on the browser which can 

detect the URLs real time before visiting it and does not allow the user to visit the site if its 

malicious. Other deep learning algorithms can also be included in the model with higher 

accuracy to make the model more efficient and have less false positive rate. 
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