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Malware Detection in executable files using XGBoost Algorithm

Yashvardhan Pant
Student ID: x21132399

1 Introduction
2

The study conducted as part of the Academic Research Project is summarized and analyzed in detail
inside the configuration manual booklet. This document will describe the methods and tools that were
used throughout the project's development and research phases. The approach followed throughout the
development phase and the findings from the study will be detailed in the implementation section. This
guidebook also includes information on the internship assignment report.

3 System Configuration

The system used while performing the activity was personal as the research project was
Remote. The configuration of the system is as follows:

3.1 Hardware Configuration

Operating system: Windows 11
Processor: Intel i7-11th gen
System Compatibility: 64-bit
Hard Disk: 1 TB SSD

RAM: 16 GB

3.2 Software Configurations:

Prior to start the model building phase following software, following tools and libraries were
installed in the system:

Software/Tools Version Information
Python 3.9 Python is utilized to import
and implement Machine
Learning model in this
project.

Google Collab https://colab.research.google.com/ | With Colab, anyone can
write and run any Python
script in the browser. It is
especially helpful for
teaching, machine learning,
and data analysis.

Cuckoo Sandbox 2.0.7 Cuckoo is an automated
method for the investigation
of malware that is free



https://colab.research.google.com/

source. While the malicious
software is working inside of
an isolated operating system,
it is utilized to automatically
execute and analyze files and
gather complete analysis
findings that define what the
malware performs.

NumPy 1.23.5 NumPy is an abbreviation for
Numerical Python, and it is a
fundamental scientific
computing package in Python.
It offers efficient multi-
dimensional array objects as
well as a variety of functions
for working with these array
objects.

Sci-Kit Learn 1.2.0 Scikit-learn is an open-source
Python package for data
analysis that offers a variety
of unsupervised and
supervised learning
techniques.

XGBoost 1.7.2 XGBoost is a distributed
gradient boosting toolkit that
has been developed to be
very efficient, adaptable, and
portable. It uses the Gradient
Boosting framework to
construct machine learning
algorithms. XGBoost offers
parallel tree boosting to
address numerous data
science tasks quickly and
accurately.

4 Implementation
This section contains a step-by-step instruction for running the project on any Windows machine.

1. Browse the Google Collab for python URL.: https://colab.research.google.com. The
following User Interface would open:
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dateipyrb X+
c ] colab.research.google.com cew ® @ . O

»  Youtube 1 Gmail {3 MyDrive- Google.. (& htips//remotegnii.. @ PFHTimesheet @ PFHHRPortal yn NCIMoodle () AWS Certifi Current NCI Studen... I Other bookmarks

CO A Colab Python 3.9 Update.ipynb ¥«

File Edit View Insert Runtime Tools Help

a4 share €3 |

+ Code + Text 43 Copy to Drive Connect ~ # Editir ~
Vo pEl @

lwget -0 mini.sh http epo.anaconda. com/miniconda/Miniconda3-py39_4.9.2-Linux-x86_64.sh

lconda install -q -
lconda install -q -
!python -m ipykernel install --name "py39

Ipython --version

Python 3.9.1

3.7.13 (default, Mar 16 2022, 17:37:17)
[6cC 7.5.8]

Fig.1 Google Collab Ul

2. Next step is to parse the JSON based output report from Cuckoo Sandbox, into
Python environment in Google collab Ul :

{} 0de0b47ad4788e7002fa206a4a5c4565json X

"added":
“started"
"duration"
“ended”
“owner"

“monitor”

package

"platform":

N /A The number of foldable regions is limited to a maximum of 5000. Incre...
"options":

Ln16,Col27 Spacess4 UTF-8 LF {} JSON & 02

Fig.2 JSON File extracted from Cuckoo Sandbox

3. PE header information were extracted from JSON by parsing them through extract.py.
Extrac.py is python script which converts PE header information to a CSV format.
Following is the screenshot of extracted dataset:
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Name md5 Machine SizeOfOptionalHeader Characteristics MajorLinkerVersion MinorLinkerVersion SizeOfCode SizeOflnitializec
Windows.Internal.Shell.Broker.dll 09e83f1d1c99ad33009dbe6fb129c2d9 34404 240 8226 14 12 779776 2!
hidserv.dll 3030f19¢6a73367d6d5eedd157f5d01a 34404 240 8226 14 12 21504
DmApiSetExtimplDesktop.dll 8271846f8f5dd1cfddaa957b1b9dala2 34404 240 8226 14 12 33792 .
FSResizerSetup27.exe 5802b4215566bb9593a736e945a28e99 332 224 271 6 0 23552 1
asc-setup.exe 8cb1fb45489d065720285deecchbacd98 332 224 33167 2 25 87040 ’
PeerDistHttpTrans.dll ff42a597ecd0049¢c8b1cec9deab32f1f 34404 240 8226 14 12 38912 ‘
shutdownux.dll d38dfef6c48c135188b79a878fdbf8ed 34404 240 8226 14 12 104448 1
OnlineArmorSetup.exe d69d127fb52283d08149f8239054d 7bc 332 224 33167 2 25 37888
tapiperf.dll 383af0826591a3b1c125078d807adf55 34404 240 8226 14 12 5120
tscfgwmi.dll 5d6c8631b0b32d00608b8de8568d3a85 34404 240 8226 14 12 130048
mcupdate_AuthenticAMD.dll 365dd269e507ff92e7daObaecd063ace 34404 240 34 14 12 4608 !
dafpos.dll d65a5fd868dc518f94bd316dd2a60436 34404 240 8226 14 12 202752 :
httpprxc.dil 400cb5e63b78aadca9d6f9cd5458897b 34404 240 8226 14 12 7168
Scrivener-017-installer.exe d18b0589dcScaedfabe2b912aeda28fs 332 224 271 6 0 602112 -
upnp.dll 3445b6e05d8ae052808ddc861e595b67 34404 240 8226 14 12 225280 1
mbussdapi.dll 2d7ab2226e6a409337495aallec30ab2 34404 240 8226 14 12 52736 ;
Chandler_win_1.0.3.exe c1¢cc01429a87951480ch694e137adb8b 332 224 271 6 0 23040 1
comcat.dll 590c68e5aec76e05686e7b0959156327 34404 240 8226 14 12 3584
Windows.Ul.Xaml.Resources.rs4.dll  49a78f5dfeb58efa50a70b8edfaébela 34404 240 8226 14 12 o] 6
appmgr.dll 236316alfbca9d45c2a71400fb667fd8 34404 240 8226 14 12 223232 2.
d3dx11_43.dll 9d6429f410597750b2dc2579b2347303 34404 240 8226 10 0 242176
Microsoft.Uev.LocalSyncProvider.dll  66bcf8b59aa2cal68907b8d52806e0f7 332 224 8226 48 0 15360
SystemSettings.DeviceEncryptionHand f226d16922369a8ea24e8156db40a373 34404 240 8226 14 12 102400 [
12 47104

dhcpesve.dll c7a606e717a32450aecb922db8390ef1 34404 240 8226 14

Fig.3 Extracted CSV containing variables to be analyzed by Machine Learning
algorithms

Now, apply the Machine Learning algorithms ( KNN , Random Forest, XGBoost) on
extracted CSV file in step 3, as shown below :

from sklearn.model selection import train test split
X _train, X_test, y train, y test = train_test_split(X, y, test size = @.20, random state

from sklearn.preprocessing i t StandardScaler
sc = StandardsScaler()

X train = sc.fit transform(X train)

X test = sc.transform(X test)

from sklearn.neighbors imp KNeighborsClassifier

classifier = KNeighborsClassifier(n_neighbors = 7, metric =
classifier.fit(X train, y train)

Fig.4 Applying K -NN ML Algorithm on extracted CSV file

In new notebook first import all the required libraries.

from sklearn.model selection import train test split
X train, X test, y train, y test = train test split(X, y, test size = 0.20, random state

from sklearn.preprocessing i Standardscaler
sc = StandardScaler()

X train = sc.fit transform(X train)
X test = sc.transform(X test)

from sklearn.ensemble import RandomForestClassifier
classifier = RandomForestClassifier(n estimators = 50, criterion = 'ent , random sta
classifier.fit(X train, y train)

Fig.5 Applying Random Forest ML Algorithm on extracted CSV file
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from sklearn.model selection import train test split
X train, X test, y train, y test = train test split(X, y, test size = 0.20, random state = @

from sklearn.preprocessing import StandardScaler
sc = StandardsScaler()

X _train = sc.fit_transform(X_train)

X test = sc.transform(X test)

from xgboost import XGBClassifier
classifier = XGBClassifier(max depth=20, learning rate=0.3, n_estimators=150)
classifier.fit(X train, y train)

y_pred = classifier.predict(X test)
Fig.6 Applying XGNoost ML Algorithm on extracted CSV file

6. Next, use Feature selection method to identify variables that affect the .As shown below,
out 57 variables, 10 variables have been selected on which Machine Learning algorithms (
KNN , Random Forest, XGBoost) will be applied again.

. Teature Machine (@.280870)
2. fteature MajorOperatingSystemVersion (©.122521)
. feature MajorSubsystemVersion (©.108142)
feature SizeOfOptionalHeader (6.074793)
feature VersionInformationSize (©.042283)
feature Characteristics (©.936834)
feature ResourcesMaxkEntropy (0.835353)
. feature Dllcharacteristics (0.028130)
feature LoadConfigurationSize (0.025443)
18. fteature ImageBase (0.823336)

Fig.7 Feature selection -10 Variables selected

3
4,
5.
6.
T
8
9.

7. After applying the 3 ML algorithms on the 10 variables identified in step 6. The data from
our dataset was then utilized to train a model or algorithm, and the results were gathered.
The confusion matrix for each model was used to compute accuracy, precision, recall, and
F1-score.

8. Confusion Matrix are created i.e. the final output of the models are plotted for both static
and dynamic model as show below:

a) Without Feature Selection method:



Confusion Matrix

37

Actuals

Predictions
Fig.8 Confusion Matrix- KNN Algorithm without Feature Selection variables
Confusion Matrix

o 1
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Actuals

Predictions
Fig.9 Confusion Matrix- Random Forrest Algorithm without Feature Selection variables

Confusion Matrix
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Actuals

Predictions
Fig.10 Confusion Matrix- XGBoost Algorithm without Feature Selection variables



b) With Feature Selection:

Confusion Matrix
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Actuals

Predictions
Fig.11 Confusion Matrix- XGBoost Algorithm with Feature Selection variables

Confusion Matrix
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Fig.12 Confusion Matrix- XGBoost Algorithm with Feature Selection
variables
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Fig.13 Confusion Matrix- XGBoost Algorithm with Feature Selection
variables
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