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Malware Detection in executable files using XGBoost Algorithm 

 

Yashvardhan Pant 
Student ID: x21132399 

 

1 Introduction 

2  
The study conducted as part of the Academic Research Project is summarized and analyzed in detail 

inside the configuration manual booklet. This document will describe the methods and tools that were 

used throughout the project's development and research phases. The approach followed throughout the 

development phase and the findings from the study will be detailed in the implementation section. This 

guidebook also includes information on the internship assignment report. 

 

3 System Configuration 

The system used while performing the activity was personal as the research project was 

Remote. The configuration of the system is as follows: 

 

3.1 Hardware Configuration 

 
• Operating system: Windows 11 

• Processor: Intel i7-11th gen 

• System Compatibility: 64-bit 

• Hard Disk: 1 TB SSD 

• RAM: 16 GB 

 

3.2 Software Configurations: 

 
Prior to start the model building phase following software, following tools and libraries were 

installed in the system: 

 
Software/Tools Version Information 

Python 3.9 Python is utilized to import 

and implement Machine 

Learning model in this 

project. 

Google Collab https://colab.research.google.com/ With Colab, anyone can 

write and run any Python 

script in the browser. It is 

especially helpful for 

teaching, machine learning, 

and data analysis. 
Cuckoo Sandbox 2.0.7 

 
 

Cuckoo is an automated 
method for the investigation 
of malware that is free 

https://colab.research.google.com/
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source.  While the malicious 
software is working inside of 
an isolated operating system, 
it is utilized to automatically 
execute and analyze files and 
gather complete analysis 
findings that define what the 
malware performs. 

NumPy 1.23.5 NumPy is an abbreviation for 
Numerical Python, and it is a 
fundamental scientific 
computing package in Python. 
It offers efficient multi-
dimensional array objects as 
well as a variety of functions 
for working with these array 
objects. 

Sci-Kit Learn 1.2.0 Scikit-learn is an open-source 

Python package for data 

analysis that offers a variety 

of unsupervised and 

supervised learning 

techniques. 

XGBoost 1.7.2 XGBoost is a distributed 

gradient boosting toolkit that 

has been developed to be 

very efficient, adaptable, and 

portable. It uses the Gradient 

Boosting framework to 

construct machine learning 

algorithms. XGBoost offers 

parallel tree boosting to 

address numerous data 

science tasks quickly and 

accurately. 

 

 

4 Implementation 
 

This section contains a step-by-step instruction for running the project on any Windows machine. 

 

1. Browse the Google Collab for python URL: https://colab.research.google.com. The 

following User Interface would open: 

https://colab.research.google.com/
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Fig.1 Google Collab UI 

 

2. Next step is to parse the JSON based output report from Cuckoo Sandbox, into 

Python environment in Google collab UI : 

 

 
Fig.2 JSON File extracted from Cuckoo Sandbox 

 

3. PE header information were extracted from JSON by parsing them through extract.py. 

Extrac.py is python script which converts PE header information to a CSV format. 

Following is the screenshot of extracted dataset:  
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Fig.3 Extracted CSV containing variables to be analyzed by Machine Learning 

algorithms 

 

4. Now, apply the Machine Learning algorithms ( KNN , Random Forest, XGBoost) on 

extracted CSV file in step 3, as shown below :  
 

 
Fig.4 Applying K -NN ML Algorithm on extracted CSV file 

 

5. In new notebook first import all the required libraries. 

 
Fig.5 Applying Random Forest ML Algorithm on extracted CSV file 
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Fig.6 Applying XGNoost ML Algorithm on extracted CSV file 

 

6. Next, use Feature selection method to identify variables that affect the  .As shown below, 

out 57  variables, 10 variables have been selected on which Machine Learning algorithms ( 

KNN , Random Forest, XGBoost) will be applied again. 

 
Fig.7 Feature selection -10 Variables selected  

 

7. After applying the 3 ML algorithms on the 10 variables identified in step 6. The data from 

our dataset was then utilized to train a model or algorithm, and the results were gathered. 

The confusion matrix for each model was used to compute accuracy, precision, recall, and 

F1-score.  

8. Confusion Matrix are created i.e. the final output of the models are plotted for both static 

and dynamic model as show below: 

a) Without Feature Selection method: 
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Fig.8 Confusion Matrix- KNN Algorithm without Feature Selection variables  

 
Fig.9 Confusion Matrix- Random Forrest Algorithm without Feature Selection variables  

 

 

Fig.10 Confusion Matrix- XGBoost Algorithm without Feature Selection variables  

 
 
 

 
 
 
 



9  

b) With Feature Selection: 

 

 
Fig.11 Confusion Matrix- XGBoost Algorithm with Feature Selection variables  

 

 

 

 
Fig.12 Confusion Matrix- XGBoost Algorithm with Feature Selection 

variables  

 

 

 

 

 



10  

 
Fig.13 Confusion Matrix- XGBoost Algorithm with Feature Selection 

variables  

 

 


