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on the Dynamic keystroke using 
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x21143650 

 

 
Abstract 

The authentication conditions of today go beyond PINs and passwords. It needs a 

significant amount of Keystroke biometrics can offer security. even though they have the 

login. This study attempts to identify a legitimate user using his information. The paper's 

objective is to examine the various approaches and reach an agreement. By including a 

keystroke mechanism, The existing setup increases safety. In the industry of information 

technology, which is quickly growing User authentication is one of the time-consuming 

tasks of today. Everyone must employ swift as well as safe authentication. We developed 

and implemented the keystroke to address this problem technology. Keystroke data may be 

successfully used to imitate user input, which is our main assumption behavior. Utilizing 

a neighbor key pattern enhances the precision of user identification and assists in 

identifying legitimate users and pretenders. A few significant keystroke variables have 

been used to establish the User Type. The space between successive strokes of the user 

identifying characters is utilized in this method. using behavioral characteristics like the 

typing habits of multiple users. Executing a Combining parameters like recall, F1, 

accuracy, precision, and run time in comparison analysis is a important part of the 

research. 

 
1 INTRODUCTION 

 
In this fast-paced world, security is major worry when it comes to authentication systems electronic 

age. The experts employ several authentication techniques, like as comprising a person's voice, 

fingerprint, and retinal biometric information. They desire to create a recognition system using deep 

learning, artificial intelligence, and conventional methods acquiring skills. Each system has its own 

benefits and drawbacks, but the commercially available fingerprints show that the technology is 

currently advancing. Items offered for sale. However, to deploy such systems, more sensors are 

needed. Input requires those sensors, even though their cost varies on the market to the system's 

reader. Our goal is to implement a keystroke-based authentication system in proposed tactic. The unique 

method that each person types on the keyboard using each key is referred to as their keyboard habit. 

Since the system doesn't require any, we believe that because it doesn't require any additional sensors 

and is user-friendly, it may be used as a promising identification method that is less expensive than the 

biometric one by only identifying the traits from the typing habits of each user. Unusual biometric. A 

technique of authentication has been developed that authenticates and identifies users using their typing 

style Over the past ten years or so, it has been growing. A user's timing is used by Keystroke 
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Dynamics. data recorded during key press and key release, commonly referred to as keystroke latencies, 

to build a template for every user, which is then contrasted with the timing information across login 

process. Because user input patterns are so varied and dynamic, similarity measuring is a difficult 

problem. It may not be best to use the traditional Nearest Neighbor distance measurement. Machine 

learning is a better option to address this issue because learning techniques can typically create models 

that are more adaptive than Nearest Neighbor. Machine learning, often known as experience, is a method 

for automatically enhancing algorithms by extracting knowledge from existing data. It has been applied 

in a variety of fields, including speech recognition, time series prediction, and image recognition. Due 

to the intricacy of the data, these activities are typically challenging. Machine learning has successfully 

been applied in many fields, demonstrating its competence. This leads us to believe that keystroke 

authentication may also benefit from machine learning. 

 
Research question: What makes the dynamic keystroke utilizing machine learning more accurate than 

the graphical password? 

 

2 Literature Survey 

 
Numerous studies have been conducted on dynamic keystroke. According to research by Bergadano et 

al. on dynamic keystroke for user authentication utilizing volunteer self-gathered datasets, just 0.01 

percent of impostor pass the authentication. Yu and Cho 8 conducted an early experimental investigation 

on feature subset selection for keystroke dynamics identification verification in 2003. They found that 

GA-SVM had a good learning rate and accuracy. In 2007, Revett et al. conducted a study on user 

authentication, and research into dynamic keystroke authentication was also initiated. Although 

biometrics, in particular fingerprints, are trustworthy, the author said easily be manipulated. 

 
i. Analysis of the current system: 

✓ Keystroke dynamics is a system that verifies the system's legitimacy based on the typing of users. 

✓ A growing area of focus in security is rhythm. Because of this's supremacy 

✓ the following considerations favor authentication technology above other technological fields: 

✓ Easy implementation because only data entry is required. 

✓ No hardware is required. 

✓ Reasonably priced computation 

✓ Does not demand a special authorization from the user. 

 
A few statistical models have been suggested for use in keystroke dynamics research. Classifiers like 

been developed using machine learning approaches. Hybrid models are also considered in the 

accurate construction of the model. These models have access to a sizable amount of data and are 

able to identify and establish a specific pattern of 4 typing frequencies. Keystroke dynamics are said 

to vary depending on a person's neurophysiological behavior in numerous studies. This behavior 

reflects the unique typing style of the person. To further categorize the concept of a keystroke, MLP 

and clustering algorithms were employed. As an alternative, a system was created to produce and 

arrange a user's typing pattern by fusing the traits of applied typing lag time difference. To 

authenticate certain users, they applied artificial neural networks as classifiers. The average training 
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time was 0.9094 seconds, and the classification rate was 100%. Using the RBFN technique, the 

comparable pressure and time lag notion was established. 97 percent of the time, an authentication 

was successful using MLP and a Radial Basis Function. 97.5 percent of the contribution was 

accurate. used a 17-digit password in an experiment where each person typed the password multiple 

times over the course of each session, with the error rate being lowered by accounting for elements 

like finger size and timing frames. In a manner similar to this, use the space between keystrokes 

while using MLP and principal component analysis methodologies. From this experiment, accuracy 

rate of 80% was found. Data from Android devices was analyzed using SVM and Naive Bayes 

classification methods on keystroke datasets without touchscreen features. This strategy 

outperformed a standard authentication procedure by 10%. 

 
ii. Keystrokes Dynamics: 

A user's typing style is recorded by keystroke dynamics, a subtype of behavioral biometrics. The 

way you type takes into account various factors, such as how long it takes you to enter your login. 

ID/password, how long we hold down a key for while typing, and how long it takes us to type each 

key after that. Figure 1 illustrates the fundamental example of data that may be extracted by pressing 

two keys on a standard keyboard. By assembling all possible digraphs (two-letter combinations) 

from the login ID and password, one can, for example, build a model of how the user logs in. Along 

with this static information, One can examine how a person's typing style evolves over time. This 

learning curve, sometimes referred to as the practice effect, can be quantified and used as a statistic. 

All information obtained during the authentication process, including any qualities, must be updated 

over time. In addition to the static direct qualities previously mentioned, secondary or derived 

qualities should be acquired. Entropy, edit distance, and typing speed are a few of these. The range 

of qualities that can be used in the classification process is at least expanded by these traits. 

Furthermore, they potentially provide classification information that is useful but not available in the 

basic attributes. Next in this work, we go through how main and secondary attributes are used for 

authentication. procedure. There must be some objective metric by which the precision may be 

evaluated. in addition to the attributes one collects, of the authentication procedure. 

Figure 1 illustrates the concept of a digraph and the various combinations that can be made. retrieved 

and applied to biometric identification. The word "no" in this situation serves as the digraph's 

supporting structure. 
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In the biometrics literature, the two primary objective metrics used to assess the efficacy of the 

authentication process are the false rejection rate (FRR) and false acceptance rate (FAR) (FAR). 

False rejection, a type I error, is often measured by the former, and false acceptance, a type II error, 

by the latter. They are called as the Cross-over Error Rate or Equal Error Rate , respectively, and 

they provide a measure of how delicate the biometric is at balancing ease of use for the real user 

while at the same time limiting the imposter access rate. These two measures are traded off by every 

biometric technology now in use. typically have high FRRs and efficiently detect imposters. The last 

step entails developing the operational components of the authentication process utilizing the 

currently known attributes and suitable criteria for calculating the degree of process inaccuracy. The 

majority of behavioral biometrics employ a two-stage process that consists of an authentication phase 

and an enrollment step. During enrollment, users must repeatedly submit their login details so that 

the system can collect a statistically significant sample their typist practices the biometric system is 

undoubtedly collecting data in the background. 

 
iii. Approach to machine learning: 

 
Over the years, KDA research has extensively utilized the latest machine learning and classification 

methods. A machine learning approach is used to categorize, find a pattern, and arrive at the right 

conclusion based on the provided data. Many metrics have been studied based on, including the 

Manhattan distance, Euclidean distance, and Mahalanobis distance. Support vector machines 

(SVMs), Bayesian classifiers, KNearest Neighbor (KNN) classifiers, fuzzy logic, and both 

traditional and complex classifiers can be exemplified by neural networks. Artificial neural networks 

(ANNs) have been used recently for a number of applications due to their capacity to recognize 

complex noisy patterns, particularly in keystroke classification issues. Keystroke dynamics has 

previously used these networks extensively. Neural networks, however, cannot entirely replace well- 

established methods like statistical regression, time series analysis, and pattern recognition due to 

their own limitations. Due to this restriction, neural networks struggle to effectively train, which 

lowers the detection accuracy of their algorithms. While neural networks are amazing at being able 

to distinguish unseen data points, fuzzy clustering is fantastic at allowing the algorithm to generalize 

well. These two methods are used in conjunction with one another. In the past, various hybrid 

strategies have been investigated to address the drawbacks of each distinct approach. 
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i. Research Niche 
 

 

Fig 2: Literature Review Table 
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3 Research Methodology 

 

Collection of Data: In this section, the various phases of the study will be thoroughly explained, 

along with the computed keystroke timing data. Data gathering, training, testing, and algorithm 

comparison are the four primary components of the study. The techniques and types of user data 

that are collected, the machine learning algorithms that are used, the techniques by which these 

algorithms are trained and tested, and the metrics by which the algorithms are evaluated are all 

covered by these four processes.. 

 
Dynamic keystroke, first Benchmark Dataset: 

 
The data were collected from 51 typists who entered the password (.tie5Roanl) a total of 400 times. 

A table with 34 columns has been created with the information. 

 

Each row of data represents the time information for a single password repetition by a single 

participant. The first column, Subject, acts as the unique identifier for each subject (e.g., s002 or 

s057). Even though 51 people participated in the data collection, the identifiers do not start with 

s001 and end with s051 since each subject received a unique ID for a range of keystroke studies, 

and not all participants participated in every experiment. 

The remaining 31 columns show the password's time-related information. The column name 

contains an encoding of the timing information type. The column names in the H.key table give 

the recognized key's hold time, or the interval between pressing and releasing the key. For the 

identified digraph, keydown-keydown times are indicated by column names of the format 

DD.key1.key2 (i.e., the interval between key1 and key2 pressing). The column names for the 

recognized digraph's keyup-keydown times have the format UD.key1.key2 (i.e., the interval 

between key1 being released and key2 being pushed). Remember that UD times can be negative 

and that H times and UD times combine to become DD times. 

 
3.1 Training Phase: After gathering the keyboard input from the test subjects, the computer needs to 

be taught. 80% of the data were used to train the computer algorithms, while 20% of the data were 

used to test their accuracy. Training datasets are the collections of information that each machine 

learning algorithm uses to learn how to classify a subject's keyboard rhythm. The team has 

developed four different machine learning algorithms that each follow the process in a different 

way. 

 

3.2 Model Builder: 

 

We have considered a wide range of learning strategies for our trials. In this part, we present some 

teaching strategies. 

✓ Decision Tree 

✓ SVC Model 

✓ k-nearest neighbors 

✓ Gaussian Model 

✓ Random classifier model 

 

4 Design Specification: 
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Fig 3: block diagram of Dynamic keystrokes 

 

The block diagram above gives a description of the two phases that make up the system. The 

classifier models are created from the training data in the training phase and stored in a database 

for usage in the testing phase (showed by the dotted arrow). Each sincere user has received their 

own training. 

 

models and classifier characteristics During the testing phase, test data that were separated from 

training data will be contrasted. We will compare the outcomes and calculate the classifier score 

(probability) for each sample of the test data based on the action taken using the models and 

training features that are kept in the database. This score will subsequently be used to modify the 

trust value in the trust model. Based on the trust value, the decision module decides whether to 

lock out the user or keep them logged in. This decision is made based on the lockout threshold and 

the existing trust value (T lockout). In order to calculate the change in trust as indicated by 

parameters A, B, C, and D, which are based on the type of action and were optimized using a 

genetic algorithm with the aim of maximizing the cost function, the system computes the score for 

each action made by the current user. 

 

5 Implementation 

 
The fixed-text keystroke dynamics dataset that was used in this work is first described in this 

section. Then, we quickly go over the different learning methods we used on this dataset. 

 

5.1 𝐾-Nearest Neighbors: 

An apparently clear method known as the k-nearest neighbors (k-NN) algorithm allows us to 

categorize a sample based on the k nearby samples in the training set. Despite being easy, k-NN 

frequently execute well, while overfitting is an issue, particularly for low values of k. Both k-NN 
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and random forest are neighborhood-based algorithms, however they produce significantly distinct 

neighborhood structures. By calculating the distance between a query point and all of its neighbors 

in the training set, the basic idea behind it is to identify the k closest neighbors. During the training 

phase, the KNN classifier specifically builds two models using the training vectors. During the 

testing phase, the separations between the query location and each of its neighbors are calculated. 

Then, using a majority voting method, a new point is given to the most prevalent class among its 

K nearest neighbors. In other words, KNN awards categories new points based on a similarity 

criteria (e.g., distance functions). Any metric unit can be used to express the distance. The 

Euclidean distance, however, is the most popular choice. The Euclidean distance is given by the 

following equation.. 
 

 

 

The number of nearest neighbors is a key factor in KNN accuracy (k). Large numbers for K would 

produce some noisy data, making it harder to differentiate across class boundaries. As a result, the 

accumulation of all these noisy data would have a negative effect on the classifier accuracy. 

However, picking small values for K can potentially have a negative impact on the classifier's 

accuracy because the prediction would then be based on insufficient data, which might result in 

over-fitting. For K values in this study, we choose the simplest approach, which is to choose K so 

that it is smaller than the square root of the number of training examples. 
 

Fig 4: Code snippet of K-Neighbors 
 

5.2 Random Forest classifier 

Decision tree-based machine learning technique called a random forest is frequently very 

successful for classification and regression problems. This method uses a lot of different decision 

trees, each of which is based on a small subset of the available features and a small subset of the 

training samples. Each decision tree's subgroups are chosen using replacement. The random forest 

categorization is chosen by a majority vote or by averaging the component decision trees. 
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Fig 5: Random Forest Classifier 
 

 

Fig 6: code snippet of Random Forest Classifier 

 
 

5.3 Decision tree 

A set of options is represented graphically in the shape of a tree by decision trees, which are 

decision assistance tools. The various options are found at the branches' ends (the "leaves" of the 

tree), and they are arrived at based on the choices made at each stage. They have the benefit of 

being quick and simple to read. 
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Fig 7: Decision tree 
 

 

Fig 8: code snippet of decision tree classifier 

 

5.4 Gaussian Model 

A parametric density function called the Gaussian Mixture Model (GMM) is created by adding 

the weighted sum of Gaussian components. The GMM produces a matrix of covariance containing 

the variances of the components as well as the covariances between them, as well as a vector of 

mean values corresponding to each component. While GMM may represent the data in additional 

dimensions by utilizing a discrete number of Gaussian functions, each with its own mean and 

covariance matrix, to enable better modeling, pure Gaussian can only fit the data by a single peak 

(mean) and an elliptic shape (variance). 

 

The parameter set for the GMM is made up of the covariance matrix I mean vector I and 
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component weights (wi). 
 
 

Using the iterative expectation-maximization (EM) approach, the parameters are computed. Every 

iteration updates the parameter lambda (), increasing the possibility that the parameters will be 

fine-tuned and the distribution of the training dataset will be fit. 

 

The weighted linear combination of M pure Gaussian distributions for the x vector is the mixing 

density: 

 

 

 

 

Fig 9: Code snippet of Gaussian Model 

 

5.5 SVC Model 

 

SVMs have proven to be a very effective method for classifying data. The idea of a separating 

hyper-plane serves as the foundation for the discriminative classifier known as SVM. In other 

words, the goal of SVM is to discover an ideal separating hyper-plane that separates the training 

data set by a maximum margin given a set of labeled training data. When given two classes of 

training data, (xi, yi) I = 1,, n, x belongs to Rd, y belongs to +1, 1), the SVM generates an ideal 

hyper-plane that divides fresh data observations into (+ 1) and (1) categories. SVM classification 

is essentially a two-step procedure. The SVM classifier creates two models using the training 

vectors in the first phase, also known as the training phase. The technique searches for a linear 

separator between two classes after projecting two classes of training data into a higher 

dimensional space. As a result, all vectors with the label "1" are situated on one side of the 

hyperplane, while those with the label "1" are situated on the opposite side. The testing phase 
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involves mapping the testing vectors onto the same high-dimensional space and predicting their 

category based on which side of the hyper-plane they fall in the second phase. 

 

SVMs can successfully carry out a non-linear classification in addition to the conventional linear 

classification by making use of what are referred to as "kernel" functions. 

 

 

 

6 Evaluation 

Fig 10: Code snippet of SVM model 

 

The outcomes of research on the dataset are presented in this section. 

We examine our findings and offer some analysis. 

As previously indicated, the data in the dataset is set up as a table with 31 columns, indicating the 

data gathered for one password period. For instance, H.period, the hold time for the "." key, is listed 

in one column. The amount of time the key was depressed is known as the hold time. Another 

illustration is the column DD. period.t, which represents the amount of time between pressing the 

"." and "t" keys. The total number of rows in the table is 31, and each row represents the time data 

for a only single recursive of the password by a participant. 

 

6.1 Performance Assessment 

 

Accuracy Precision, and Recall are the three performance evaluation indicators we employed to 

assess our outcomes. 

Accuracy: is calculated as the total number of classifications divided by the proportion of samples 

that were correctly categorized. Accuracy is calculated more formally as 
 
 

 
 

Precision: is the ratio of correctly and erroneously categorized characteristics in a class to the 

number of correctly and wrongly identified positive samples in that class. The equation is provided 

by 
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Recall: is the proportion of accurately anticipated positive observations to all observations that 

were in fact positive. The equation is provided by 
 

 
6.2 Experiment 1: 𝐾-Nearest Neighbors 

 

This presumption must be true enough for the KNN algorithm to be effective. KNN illustrates 

the concept of similarity. As the score for accuracy is 84%. 
 

 
Model Precision 

score 

Recall score F1 Score Accuracy 

Score 

K- Nearest 

Neighbors 

84% 84% 84% 84% 

 

 

 

 

6.3 Experiment 2: Random Forest Classifier 

 

The training subset is used to produce a random decision tree, known as the Random Forest. This 

method combines the votes from randomly constructed decision trees to determine the object class. 

Below table shows the scores of the random forest. The accuracy score of the random forest is 

92% so this model classifies between authorized user and not authorized. 

This model is more fit for the analysis. 
 

 
Model Precision 

score 

Recall score F1 Score Accuracy 

Score 

Random 

Forest 

92% 92% 92% 92% 

 

6.4 Experiment 3: SVM Model 

 

To make sure the classification system can generalize effectively to new data, we divided the 

data into train and test (70–30 split). algorithm defined earlier provides a 86% accuracy. The 

model is functioning good. 

 

Model Precision 

score 

Recall score F1 Score Accuracy 

Score 

SVM Model 86% 86% 86% 86% 
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6.5 Experiment 4: Gaussian Model 

 

MMs have a reputation for being excellent at clustering a feature space. 

The score is 66% which is not as expected, the model which is not suitable for the analysis. 
 

 
 

Model Precision 

score 

Recall score F1 Score Accuracy 

Score 

Gaussian 66% 68% 66% 67% 

 

6.6 Experiment 5: Decision tree 

 

A decision tree chooses the most dominant and predictive variable from a set of independent 

variables, then subcategorizes it into branches.as the accuracy score of this algorithm is 70% 

which is good for the analysis. 
 

 
 

Model Precision 

score 

Recall score F1 Score Accuracy 

Score 

Decision tree 70% 70% 71% 70% 

 

6.7 Discussion 

 

In Figure 10, we list our experimental findings for the dataset. 

The outcome demonstrates that random forest with data augmentation, also known as random 

forest-augment, obtains the highest accuracy at 92% among the models we have taken into 

consideration. 

MLP performs almost as well as Random Forest with data augmentation, which yields the greatest 

results. 
 

 

Fig 11: Accuracy of different algorithms performed 
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The Random Forest Classifier with data augmentation may be a superior option if high 

training efficiency is desired. Above graph shows a comparison between our best result 

and earlier work. Our greatest accuracy of 92% is a slight improvement over earlier 

research in this area. 

 
7 Conclusion and future work 

In this research, we test and assess a wide range of machine learning methods for fixed-text typing- 

based biometric authentication. We discovered that MLP performed nearly as well as Random 

Forest with data augmentation. Our findings were better than those of earlier studies using the same 

dataset. 

There are numerous options for potential future employment. For instance, model fusion and 

optimization would be intriguing. To test if these methods may enhance our model, we could think 

about self-supervised and contrastive learning strategies for model optimization. 

Another example of potential future study is the evaluation of the resilience of various approaches 

using the POPQORN algorithm. With Popcorn, you can watch how external disruptions affect the 

model and use that information to gauge its resilience. 

 

Limitations of this Research: 

A single dataset is utilized for all the models, and only one model's visualization is shown. Due to 

time and resource constraints, we were unable to create our own IoT dataset by simulating 

a network. Moreover, open-source simulators did not generally to enable. But since it was 

impossible to extract network information, this study employed the Dynamic keystroke, First 

Benchmark dataset. 

 

Future work: 

The user's emotions when inputting passwords for the training and testing procedure will be added 

as psychological characteristics in future study to increase accuracy because the user's emotional 

states can be deduced from their input behavioral style. Additionally, we want to enhance (and 

increase) the keyboard dynamics datasets that are necessary to advance this authentication problem 

significantly. 
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