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Use Case: As an administrator of an IT tenant consisting of a large number of EC2 instances 

that must be patched on a continuous basis. Rather than waste labour hours manually patching 

each instance, organizations should automate and hyperautomate already automated processes 

with AWS Systems Manager. 

1.1 Systems Manager 

Systems Manager (SSM) provides visibility and control over any AWS infrastructure. SSM 

allows you to manage inventories by grouping resources together by software or environment, 

as well as integrate with CloudWatch to monitor analytics and operational data. SSM helps 

automate operational operations such as executing pre-defined commands on one or more EC2 

instances, altering the instance state, attaching/detaching EBS volumes, making snapshots, and 

deploying patches and upgrades to increase efficiency. In this project the focus is on how to 

automatically patch several EC2 instances. 

1.2 Create VPC 

A basic VPC in a single AZ with a public and private subnet should be established for this 

project. For protection, install servers in a private subnet and an AWS bastion server in the 

public network. This design will allow the administrator to interface with the servers while 

without exposing them to the outside world. 

a. Go to VPC Services > VPC > Your VPCs. 
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b.  Give your VPC a name. 

c. Select a CIDR block. Recopmmended to  chose 10.0.0.0/16, which gives far more IP 

addresses than needed. 

d. The remaining defaults are acceptable. Select Create VPC. 

1.3 Create Subnets 

a. Select Subnets from the browser's left sidebar. 

b. Select Create subnet. 

c. Select the VPC you just established as the VPC ID. This is why, when you construct 

your VPC, you should give it a name tag so that it can be easily identified. 

d. PrivateA is the name of the subnet. 

e. Zone of availability: us-east-1a IPv4 CIDR block: 10.0.10.0/24 

f. Select Create Subnet.  
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Create a public subnet now. Click the Create Subnet button. 

g. Fill in the blanks with the following information: 

VPC ID: Choose your VPC 

Name of the subnet: PublicA 

Zone of Availability: us-east-1a 

10.0.1.0/24 IPv4 CIDR block  
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h. Your VPC should now have two subnets linked with it. 

 

1.4 Create Internet Gateway 

To make our public subnet available to the internet, an internet gateway would be built. 

a. Select Internet Gateways from the Virtual Private Cloud menu. 

b. Select Create Internet Gateway from the drop-down menu. 

 

 

c. AWS IGW is the Name Tag chosen 

d. Click the Create Internet gateway button. 
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e. Click Actions button and select Attach to VPC. 

f.  Select your VPC and click Attach internet gateway. 

 

g. Attach your VPC after selecting it. 

1.5 Create NAT gateway 

The NAT gateway will permit the private servers access to connect to the internet in order to 

get updates and fixes. 
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a. Navigate to Virtual Private Cloud > NAT Gateways. 

b. Select Create NAT gateway from the drop-down menu. 

c. Give your NAT gateway a name. 

d. Choose your public subnet (PublicA). 

e. Select the Allocate Elastic IP option. 

f. Select Create NAT gateway from the drop-down menu. 
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1.6 Configure Public Route Table 

Currently, there is only one route table linked with the VPC, which facilitates connectivity 

across our subnets. Making the default route table public is not a smart idea since all new 

subnets will be automatically associated with the default, necessitating the creation of a new 

route table. 

a. Navigate to VIRTUAL PRIVATE CLOUD and choose Route Tables. 

b. Select Create route table from the drop-down menu. 

c. Give your route table a name and choose a VPC. Preferably to make the name obvious, 

so to generally attach it to the  VPC and specify whether it's public or private. 

d. Select Create. 

 

 

e. Select your newly created public route table. Options should show at the bottom of the 

browser once selected. You may enlarge it by dragging it. 

f. Navigate to the Subnet Associations tab. 

g. Select Edit subnet associations from the menu. 

h. Choose your public subnet and then click Save. 

i. Navigate to the Routes tab. 

j. Select Edit Routes from the menu. 

k. Select the Add route option. 

l. 0.0.0.0/0 as the destination 
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m. Select Internet Gateway as the Target, then your Internet Gateway. 

n. Select Save Routes. 

NB: Remember to change the auto ip settings now that your public subnet is actually public. 

a. Select Subnets from the VIRTUAL PRIVATE CLOUD menu. 

b. Determine your public subnet. 

c. Select Modify auto-assign IP settings from the Actions menu. 

d. Select Enable auto-assignment of public IPv4 addresses and save. 

1.7 Configure a Private Route Table 

a. Choose the primary route table. 

b. Go to the Routes tab and update the routes. 

c. Replace Destination: 0.0.0.0/0 with the IP address of your NAT Gateway. 

1.8 Create Bastion Security Group 

a. Under SECURITY, choose Security Groups. 

b. Select Create security group from the drop-down menu. 

c. Give your security group a name. I picked AWSBastion so that I know which VPC it 

is affiliated with and what it is used for on my bastion server. 

d. Choose your VPC. 

e. Click Add rule to add an inbound rule. 

f. SSH, My IP as the source. This restricts SSH access to your machine. 

g. Select Create security group from the drop-down menu. 
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1.9 Create DB Security Group 

1. Select Create security group from the drop-down menu. 

2. Name of the security group: AWSDBSG  

• VPC: AWS VPC 

• Type: SSH, Source: Custom, and then choose the Bastion Security Group  

• Type: SSH, Source: Custom, and then choose the Bastion Security Group  
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1.10 Create Systems Manager Role 

For the EC2 instances to be monitored by Systems Manager, there's the need to define a role. 

a. Select Identity and Access Management. IAM Services 

b. Select Roles from the Access Management menu. 

c. Select Create role. 

 
 

 

d. Select AWS service, then EC2, and then click Next.  
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e. Look for and choose AmazonSSMManagedInstanceCore. Next, click. 

 

f. Press the Next button. 

g. Give the role a name and click Create role. 

1.11 Creating Bastion Host Instance 

First, we'll set up our bastion server in our public subnet. A Bastion Host allows us to interact 

with the private instances that are not visible to the public. Then set up three instances in our 

own subnet. One instance of Ubuntu, one instance of Red Hat, and one instance of Windows. 

One may always add more if desired, but having a range of instances is essential for this 

project. 

a. Go to EC2. Services > EC2 

b. Select Launch Instance from the drop-down menu. 
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c. Choose Amazon Linux 2 AMI. Next, click. 

d. Choose t2.micro. Next, click. 

e. Select Configure Instance Details from the drop-down menu. 

Network: Choose the VPC  

Subnet: Choose the public subnet. 

Check that Auto-assign Public IP is enabled. 
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f. Maintain default storage. Next, click. 

g. Include a tag. Name is the key, and Bastion is the value. Select Next. 

 

h. Choose the Bastion Security Group. 

 

i. Review and release. Make sure that either the key pair is downloaded or utilise an 

existing key pair to which access is granted to. 

1.12 Create Private Instances 

a. Click the Launch Instance button. 

b. Decide on Red Hat Enterprise Linux. 

 

c. Choose t2.micro. 
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d. Choose our database security group. 

 

e. Finally, click Review and Launch. 

f. Enter the same key combination as the Bastion Host. 

g. Repeat the instructions for the RHEL instance, but this time build an Ubuntu Server 

LTS instance. 
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h. Repeat the instructions for the RHEL instance, but this time construct a Microsoft 

Windows Server 2019 Base instance. 

 

 

2 Systems Manager 

2.1 Managed Instances 

a. Go to AWS Systems Manager by navigating to Services > AWS Systems Manager. 

b. On the left, select Fleet Manager. 

c. Select Get started. 

 

There are no instances listed in the Managed instances section. This is due to the fact that we 

have yet to assign the SSM role that was generated to the instances. 
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d. Go to EC2 and choose the RHEL instance. 

e. Navigate to Actions > Security > Modify IAM role. 

 

f. Select the SSM role previously generated for the IAM role. 

g. Click the Save button. 

 
h. Select Reboot instance from the context menu when you right-click the RHEL 

instance. 
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i. Repeat the preceding procedures for the Ubuntu and Windows instances. 



 

18 
 

 

When you return to the Managed instances, one will notice that some instances have populated 

since they now have the agent and permissions, but the RHEL instance does not. This is 

because the RHEL AMI does not include the agent. This instance will require manual 

installation of the agent. 

 

Putty is being used to SSH into the bastion and then into the RHEL instance. The procedure 

for various operating systems may be found here. 

j. To enable agent forwarding, one must first download Pageant. upon  first launch 

of Pageant, it will appear at the bottom right corner of the screen. Click Pageant to 

open it and enter your.ppk key. 

 

k. Open Putty. 

l. Enter the bastion's public IP address. 

https://aws.amazon.com/blogs/security/securely-connect-to-linux-instances-running-in-a-private-amazon-vpc/
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m. Expand Connection, then SSH, and finally Auth. 

n. Check the Allow agent forwarding box. 

o. Select your.ppk private key by clicking Browse. Then click the Open button. 
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p.  This will launch your terminal. Following that, run: 

 ssh ec2-user@<private ip of RHEL instance> 

 

q. Run the following command: 

 sudo dnf install -y https://s3.us-east-1.amazonaws.com/amazon-ssm-us-east-

1/latest/linux_amd64/amazon-ssm-agent.rpm 

r. Then runthis commands: 

sudo systemctl enable amazon-ssm-agent 

sudo systemctl start amazon-ssm-agent 

https://s3.us-east-1.amazonaws.com/amazon-ssm-us-east-1/latest/linux_amd64/amazon-ssm-agent.rpm
https://s3.us-east-1.amazonaws.com/amazon-ssm-us-east-1/latest/linux_amd64/amazon-ssm-agent.rpm


 

21 
 

 

s. Return to the Systems Manager Managed instances and you should now see the RHEL 

instance. 

 

2.2 Configure Inventory 

a. As there is a need to configure inventory. Go to AWS Systems Manager > Managed 

Instances > Inventory Setup. 

b. Come up with a name. This project made use of Server-Inventory. 

c. Check the box next to Selecting all managed instances in this account. 

d. Program the Schedule to run every 30 minutes. 

 

 

This will execute the AWS-GatherSoftwareInventory task on all managed instances every 30 

minutes. 
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It will be running on your instances if you click the resources tab. 

 

To get information about the managed inventory, go to AWS Systems Manager > Inventory > 

Dashboard tab. 
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2.3 Patch Manager 

a. Select Patch Manager from the Node Management menu. 

b. Select Configure patching from the drop-down menu. 

 

c. Select instances manually by clicking the button. 

d. Navigate to the RHEL instance. We could choose all RHEL instances if we had more. 

e. In a new Maintenance Window, select Schedule. 

f. Choose Use rate schedule builder. 

g. Every thirty minutes. 

Maintenance RHEL-30-minutes is the name of the window. 
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h. Select Patching Configuration. 

 

 

 

j. Repeat steps 5-8 to build a schedule for both Ubuntu and Windows instances. 
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k. Go to AWS Systems Manager and then to Maintenance Windows. Take note of the 

time of the next planned execution. Check back in 30 minutes to ensure everything is 

functioning properly. 

 
 

l. After the patching has been completed, one can check that patching has begun on the 

instances by clicking on the Window ID and then selecting the History tab. 

 

Using AWS Systems Manager, this project successfully generated a hyperautomated patching 

task.                                                                                             
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