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1 Deploying a Kubernetes Cluster on AWS EKS (Elastic
Kubernetes Service)

Here are the steps to deploy a Kubernetes cluster on AWS EKS with screenshots:

1. Sign in to the AWS Management Console and open the Amazon EKS console at
https://console.aws.amazon.com/eks/ and click on create cluster button.

© 2023, Amazon Web Services, Inc. or its affiliates.  Privacy  Terms  Cookie preferences

Figure 1: AWS EKS Create Cluster Page

2. On the "Create Cluster” page, enter a name for the cluster and select the desired
service role. Then, choose a Kubernetes version and click the "Next" button.
Kubernetes v1.21 has been selected for the proposed research.


https://console.aws.amazon.com/eks/

aws

EKS » Clusters }» Create EKS cluster

Step 1

Configure cluster

Configure cluster

Step 2 Cluster configuration info
Specify networking

Name

Step 3 L
Enter a unigue name for this cluster. This property cannot be changed after

& cluster is cre

Configure logging Kasclustel]
mykBscluste

The cluster name should begin with letter or digit and can have any of the fallowing characters: the set of Unicade letters]digits, hyphens

SRS and underscores. Maximum length of 100,

Select add-ons
Kubernetes version  Info

_ Select the Kubermetes version for this cluster.
Step 5
Configure selected add-ons 1.21 v |
settings
Cluster service role  Info
AM role to allow the Kubern S resources on your behalf. This p y cannot e changed after
Step & ted. To o new role, follow the i jons in the Amazon EKS User Guide [4.

Review and create | eks-quickstart-ControlPlane v |

Secrets encryption info

Once turned an, secrets encryption cannot be modified or remaved

(T Turn on envelope encryption of Kubemetes secrets using KMS

Envelope encryption provides an additianal Layer of encryption for your Kubernetes secrets.

Tags (0] info

This cluster does not have any tags.

sining tags available to add: 50

() m

Figure 2: Configure Cluster Page

3. On the "Configure Cluster" page, choose the VPC, subnets, and security group for the
cluster. Configure the Kubernetes API server endpoint access as Private. Click the
"Next" button.



Step 1

Specify networking

Configure cluster

Step 2 Networking info

Specify networking These properties cannot be changed after the cluster is created.

Step 3

i VPC  Info

Configure logging Select 2 VPC to use far your EKS cluster resourcesTo create a new VPC, go to the VPC console
vpc-08e89db9107b0c9b0 | Default v | | @] ‘

Step 4

Select add-ons Subnets  Info

Choose the subnets in your VPC where the control
cluster. To create a new subnet, go to the corresponding

place =l etwork interfaces (EMis) to facil
in the VPC console.

communication with your

Step 5
Configure selected add-ons | Select subnets M | | c ‘
settings
subnet-04cbbdacc17721F19 X | subnet-018a85d45bc035684 X
Step & subnet-029b80a7db3a677c0 X |

Review and create

Security groups  Info
pply to the EKS-managed Elastic Network Interfaces that are created in your worker node subnets. To create
he corresponding page in the VPC consale.

Choose the s

urity groups ti

"] [o]

Choose cluster IP address family  info
g ype for pods and services in your cluster.

(P Configure Kubernetes service IP address range Info

Specify the range from which dluster services will receive IP addresses.

Cluster endpoint access info

Configure access to the Kubernetes AP server endpoint.

) Public
The cluster endpoint is accessible from outside of your VPC. Worker node traffic will leave your VPC to connect to the endpoint.

Public and private
The cluster endpoint is accessible from outside of your VPC. Worker node traffic to the endpaint will stay within your VPC.

0 Private
The cluster endpoint is only

ccessible through your VPC. Worker node traffic to the endpoint will stay within your VPC.

Cancel

Figure 3: Specify Networking Page

4. Skip Step 3,4,5 of AWS EKS Cluster Creation and at the last step 6 i.e., Review and
Create — Click on Create.



aws, 32 Services | Q Seorc

Control plane logging

AP server Audit Authenticator
off off off

Controller manager Scheduler

off off

Step 4: Add-ons

Selected add-ons

Q. Find add-on | 1
Add-on name Y Type L Status
coredns networking @ Installed by default
kube-praoxy networking @ Installed by default
vpc-cni networking @ Installed by default

Step 5: Versions

Selected add-ons version

Add-on name Version
kube-proxy v1.21.2-eksbuild.2
Add-on name Version

coredns v1.8.4-eksbuild.1
Add-on name Version

vpc-cni v1.10.7-eksbuild.1

Cancel Previous m

Figure 4: Create and Review Cluster Page

This step deploys the Kubernetes cluster on AWS EKS; cluster will be created in 10-
15 mins along with one EKS Bastion Host for managing Kubernetes cluster.

Once the cluster is created, go to the compute tab of the created cluster and click on
add node group to add worker nodes.

Amazon Elastic x ¥ Cluster info i @
Kubernetes Service

K v Info 2 Provid

121 @ Active EKS

Clusters New

¥ Related services
Amazon ECR Overview Resources Netwarking Add-ons Authentication Logging Update history Tags

AWS Batch

1
ation [

Submit feedback
8 Mode name a  Instancetype v  MNodegroup v  Created v  Status v

Created
ip-10-0-18-56.us-east-2.compute.internal t3.medium e @ Ready
December 23, 2022, 13:00 (UTC+00:00)

. . . X Created
ip-10-0-32-251.us-east-2. compute.internal t3.medium - © Ready
December 14, 2022, 17:49 (UTC+00:00)

Hede s

Group name A Desired size v AMirelease version ¥ Launchtemplate v Stats v

No

Figure 5: Compute tab of Cluster



7. On the configure node page, write the node name and specify the IAM role and click

on next.

3% Services Q S

Step 1
Configure node group

Step 2
Set compute and scaling
configuration

Step 3
Specify networking

Step 4
Review and create

EKS » Clusters » spot2azuseast2 » Add node group

Configure node group e

A node group is a group of EC2 instances that supply compute capacity to your Amazon EKS cluster. You can add multiple

node groups to your cluster.

Node group configuration

These properties cannot be changed after the node group is created.

Name
Assign a unique name for this node group.

node1

The node group name should begin with letter or digit and can have any of the following characters: the set of Unicod
hyphens and underscores. Maximum length of 63.

Node IAM role Info
Select the IAM role that will be used by the nodes. To create a new role, go to the IAM console

| eks-quickstart-ManagedNodelnstance v

could lead to a service interruption upon managed node group deletion.

‘ ® The selected role must not be used by a self-managed node group as this

‘ Learn more [4

letters, digits,

Launch temblate info

Figure 6:Configure Node Group Page

8. On the "Add Worker Nodes" page, specify the Amazon EC2 instances that will be
used as worker nodes for the cluster. Choose the instance type, auto scaling group
configuration, and other options. When done, click the "Next" button.



EKS > Clusters > spotZazuseast? » Add node group

Step 1

Configure node growp

Step
Set compute and scaling
configuration

Step 3

Specify networking

Stepd

Review and create

9. Click on create on the last page of the node group configuration.

Set compute and scaling configuration

Node group compute configuration
Frese propertie chan

AMI type Info
the EKS o Fox nacd
Amazon Linu: 2 (ALZ_xB6_64) v ‘
"]

Metwork: Upta 5 Ggabit  MaxEM:Z Maxis 18

aup canscalein o

Node group update configuration infa

Maximum unavallable
(= i

Ertter a rumber

0 Number ‘

Walue

E—

Cancel

Figure 7: Node Configuration Page




Node group scaling configuration

Desired size Minimum size Maximum size
2 nodes 2 nodes 2 nodes
Node group update configuration

Maximum unavailable

1 node

Step 3: Networking

Node group network configuration

Subnets Configure SSH access to nodes
subnet-00c19e57983207¢90 off
subnet-04dfb4c94a8d05c19

subnet-Oeef977ab8c24840e

subnet-0b917ea272fc44453

Cancel | Previous

Figure 8: Create Node Group

10. Once the cluster is ready, the cluster can be viewed under EKS Bastion Host, by firing
the below command as shown in the screenshots:

sh-4.2% kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-TIP PORT (S)
kubernetes ClusterIP 172.20.0.1 <none> 443 /TCP
sh-4.2¢% kubectl get nodes -A

STATUS ROLES VERSION
. Ready one> v1.21.14-eks
2.compute.internal <none> v1.21.14-eks-fb459%a0

Figure 9: Kubectl

2 Create Cluster Management Project on Gitlab

Follow these steps:

Create a group in GitLab.

Click on the "New project™ or "New repository" button.

Click on the "Import" button.

Select the "From a template™ option.

Select the "GitLab Cluster Management" template and click "Import™.
Enter "Cluster Management™ as the project name.

o g s wh e



7. Click the "Create project” button.

After completing these steps, a new project in GitLab that is based on the GitLab
Cluster Management template will be created. Use this project to manage to deploy
GitLab agent and applications to a Kubernetes cluster.

& = |Qsearchaittab
C Cluster Management Cluster Management
Ultimate Trial
@ Profile was successfully updated X
@ Project infarmation
B Rrepository
7 Cluster Management & . wstar | 0| ¥R
D Issues 0 - St ¢ Fol
- t & :
1% Merge requests 5 ) =
o5 Commits ¥ 18ranch < 0Tags 3 824 KB Project Storage
& o
43, Adding Manfest Security Scanning ® | 77bb3sse | @
Rohit Ahuja
& Monito [ README | 38 MIT License | | [ CONTRIBUTING | | [®) CI/CD configuration | | B Add CHANGELOG | | @ Add Kubernetes cluster
I Analytics o
@ Configure Integrations
@ wik
X snippets Name Last commit Last update
Settings a
@ " B9 gitlab/agents/spot2azuseast2-a
B9 applications
« Collapse sidebar
"

Figure 10: Cluster Management Gitlab Project

3 Register the Gitlab Agent for Kubernetes.

Connect to the EKS Bastion Host, which was deployed earlier, and fire the below commands
to register the GitLab agent.

helm repo add gitlab https://charts.gitlab.io
helm repo update
helm upgrade --install spot2azuseast2-agentl gitlab/gitlab-agent \

tlab-agent-spot2azuseast2-agentl \
2 espace \
--set image.tag=v15.7.0 \
--set config.token=6ymlkUJYti1AyWnkNWmkoZXFudKMymsm3DCN1SRziuNfmAPxBkg \
--set config.kasAddress=wss://kas.gitlab.com

Figure 11:Gitlab Agent Setup

Config token can be acquired by following the steps in:
https://docs.gitlab.com/ee/user/clusters/agent/install/

Once the agent has been installed, the agent will reflect in GitLab Kubernetes cluster and also
on AWS EKS under Cluster Management Project as shown below:



1% Merge requests

& cyco Agent Connect a cluster n

@ security & Compliance

@ D

B Packa

Tell us what you think

We would love to learn more about your experience with the GitLab Agent
@ Infrastructure G e y P! G

Kubernetes clusters ®
Terraform
Google Cloud
GZ Monitor
o Analytics t t -]
Q Wiki

Name Connection status Last contact Version Configuration

o

Figure 12:Gitlab Agent in Gitlab Kubernetes Cluster

sh-4.2§ kubectl get pods -A | grep "spot2azuseast2-agentl™
Completed

Completed
Running

Figure 13: Gitlab Agent deployed in Kubernetes Cluster

4  Deploy Isolated Application Build and Application
Environment Projects.

Application Build and Application Environment can be deployed using the below steps:
1. Log in to GitLab account.
2. Click the "Import project” button in the top-right corner of the dashboard.

3. Enter the URL of the Git repository that want to import, and click the "Create project"
button.

4. GitLab will then import the project and create a new repository for it in the registered
account.

5. Once the import is complete, GitLab will redirect to the project page for the newly-
imported repository.

Application Build URL: https://gitlab.com/classgroup6/rohit_ahuja/hello-world.qgit

Application Environment URL: https://gitlab.com/classgroup6/rohit_ahuja/world-greetings-
env-1.git



https://gitlab.com/classgroup6/rohit_ahuja/hello-world.git
https://gitlab.com/classgroup6/rohit_ahuja/world-greetings-env-1.git
https://gitlab.com/classgroup6/rohit_ahuja/world-greetings-env-1.git

H  Hello World

% Ultimate Trial Day 20/30
@ project information

B Repository

D issues 0
11 Merge requests (]

& cyco

@ security & Compliance
@ Deployments

B Packages and reqgistries
@ Infrastructure

G2 Monitor

Lu Analytics

@ wiki

X snippets

@ settings

« Collapse sidebar

Hello World

H I.-Ielllo‘ V\ffolrllcll{ﬂé

-0- 197 Commits ¥ 1Branch & 3 Tags

E 11.7 MB Project Storage

Update microwebserver.py

Rohit Ahuja

main ¥ | hello-world / | + ¥

[@ reaDME || [3) ci/CD configuration

@ Configure Integrations

Name
B9 gitlab/di_includes
B3 sre

& gitlab-ciym|

Add LICENSE Add CHANGELOG

Last commit

Figure 14: Application Build

Find file

Add CONTRIBUTING

@ 18d28c5a | [B

Add Kubernetes cluster

Last update

8 months ac

A Application Environment

I Ultimate Trial Day 20/30
@ Project information

B Repository

O 1ssues 0
£3 Merge requests )

@ cyco

@ security & Compliance
@ Deployments

8 Packages and registries
@ Infrastructure

G2 monitor

b Analytics

B wiki

;{ Snippets

@ settings

« Collapse sidebar

5 Running

Application Environment

A Application E
Project ID; 41894701 (3

nvironment @

©- 594 Commits ¥ 3 Branches <’ 4Tags [ 3.8 MB Project Storage

Rohit Ahuja

main v | world-greetings-env-1 / | +

B README (B cico configuration

@ Configure Integrations

Name

B gitlab
B3 manifests
B3 packages

& gitlab-ciymi

[ Add LICENSE B Add CHANGELOG

Last commit

Figure 15: Application Environment

the Application

Container Image

. production: 1.0.38 (Deployed due to being found in version tag of latest-prod image)

O~ frstar | 0 ¥ Fork | 0
@ 98co132e | [
Find file | = WebIDE | » oy v

[ Add CONTRIBUTING

Build and

To create a deploy token for a container registry in GitLab:

[ Add Kubernetes cluster

Last update

Saving

the

1. Start a pipeline run for the project that i.e., Application Build. This should create a
container image.

2. After the pipeline has completed, go to the repository settings for the project.

10



6.

7.

In the "Repository" section, click on "Deploy Tokens".
Click the "Create Deploy Token" button.

Give the token a name, such as "ReadRegistry".

Under "Scopes”, select "read_registry".

Click the "Create Deploy Token" button to create the token.

This deploy token can be used to access the container registry for this project.

6

classgroup > rohit_ahuja > CI/CD Settings

| Q_ Search page

Variables

Variables store information, like passwords and secret keys, that you can use in job scripts. Each group can define a maximum of 200

variables. Learn more.
Variables can have several attributes. Learn more.

* protected: Only exposed to protected branches or protected tags.
* Masked: Hidden in job logs. Must match masking requirements.
® txpanded: Variables with ¢ will be treated as the start of a reference to another variable.

Environment variables are configured by your administrator to be protected by default.

Type T Key Value Options Environments
Variable READ_REG_TOKEN [f} i [ Masked, Al (default) [f
Expanded

Figure 16: Read Container Registry Image Token

Setting up Application Environment Manifests to Monitor
Container Image

Steps:

1. Edit the manifests of production and staging under the application environment by
going under the application environment manifests

2. Add the registry link of the application build project under the image tag.

11
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Figure 17: Application Environment Manifests - YAML

7 Setting up agent to monitor the changes in Application
Environment.

If the agent detects a change to the container image version, it will automatically deploy the
updated version to both the staging and production environments. This helps to ensure that
the application is always running the most up-to-date version, which can help to improve
performance and stability. The agent makes it easy to manage and maintain the application,
as it handles the deployment process automatically, freeing up time and resources for other
tasks.

In order to instruct the Kubernetes Gitlab Agent to monitor the application environment, will
need to edit the config.yaml file. This file is located in the cluster management repository,
and can be edited using a text editor or other suitable software. The process of editing the
config.yaml file is shown in the accompanying screenshots. To edit the file, simply open
using online IDE and make changes. Once the changes have been done, save the file and the
agent will begin monitoring the application environment according to the updated
configuration. It is important to carefully review and understand the contents of the
config.yaml file before making any changes, as incorrect configurations can impact the
operation of the agent and the overall performance of the application.

12



master v cluster-management / .gitlab / agents / spot2azuseast2-agent1 / config.yaml

{.} config.yaml [ 816 bytes

ci_access:
groups:
- id: classgroupd

observability:

logging:
level: debug

starboard:

cadence: '45 * * * *' FFyery hour at

%)
[}
[=

+
m
n

=
=]
b

+

+

~
m

gitops:
manifest_projects:
- id: classgroup6/rohit_ahuja/world-greetings-env-1
default_namespace: default
paths:
- glob: '/manifests/**/*. yaml’

=00 o N =3 =T ] ) 175 5

dry_run_strategy: none # °

prune: true # enabled by d
1

prune_timeout: 36@s # 1 hour by de

prune_propagation_policy: foreground #
inventory_policy: must_match # ‘must_m

Figure 18: Gitlab Agent Configuration

8 Deploying the Application using Pull-Based Approach by
Gitlab Agent.

After making any changes to the application build, the application build pipeline will create a
registry image and save it in GitLab registry.

13



classgroup * rehit_ahuja > Hello World > Repository

Edit file

Write  Preview changes

¥ main src/microwebserver.py

import http.server
import sockstserver
from http import HTTPStatus

class Handler(http.server.SimpleHTTPRequestHandler):
def do_GET(self):
self.send_response(HTTPStatus.OK)
self.end_headers()
self.wfile.write(p’ ' '<HTML>
<BODY style="background:beige">
<center»<img src="https://cdn-icons-png.flaticon.com/512/2345/23453@8.png" alt="Research” width="320" height=380"></center>
<center>HELLO WORLD</center>
<center>Dema Page for my Research Psper- Simple HTHL Page</center>
15 <center> Config Manual <center>
</BODY></HTML: " ")

httpd = socketserver.TCPServer(('', 5200), Handler)
httpd.serve_forever()

3= No wrap

Commit message Update microwebserver.py

Target Branch main

Cancel

Figure 19:Committing change to Application Build

Update microwebserver.py
#737361906 ¥ main -O- 1d67267e &

latest

Z In progress

Figure 20: Running the Application Build Pipeline

14
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classgroup > rohit_ahuja > Hello World > Pipelines > #737361906

Pipeline #737361906 triggered 1 minute ago by #

Update microwebserver.py

* Rohit Ahuja

® 3jobs for main in 35 seconds (queued for 2 seconds)

F:l latest

0 1d67267e [3

2% No related merge requests found.

Pipeline  Needs Jobs 3 Tests 0

.pre build .post

@ determine-version = @ kaniko-build o @ promote-image-to-latest-prod o

Figure 21: Updating the latest container image in registry

After the image is stored in the registry, the application environment manifests file will be
updated and application will be deployed in the staging and production environment after
running the application environment pipeline.

production: 1.0.38 (Deployed due to being found in vers..

#737365942 ¥ main -O- 98c0132e &
& 00:00:11

B 24 minutes ago

NN N
(wHw)—= (v)
NPANG \J

[

Figure 22:Running the Application Environment Pipeline

15



Q Search Gitlab

A Application Environment

Ultimate Trial Day 20/3

(=)

Project information

[

Repository

Issues 0
Merge requests 0
Cl/co

Pipelines

Editor

Jobs

Schedules

Test Cases

@ Security & Compliance
© Deployments

6 Packages and registries
& Infrastructure

L2 Monitor

Jh Analytics

3 wiki

« Collapse sidebar

Connecting to objects.githubusercontent.com (185.199.11@.133:443)
saving to '/usr/bin/yq"

va 100% |*rxerrEmssxsxssrxsxrrrreraxxxxsr| 9012k ©:00:00 ETA
' fusr/bin/yq' saved

Pulling version from 'staging' environment manifest file manifests/hello-world.staging.yaml
Manifest version of 'staging' environment is '1.8.38'
NOTE: If source code has changed, the deploy child pipeline will always run regardless of version changes (in order to
account for package manifest and CI changes).

Determing how NEXTVERSION has been provided...

NEXTVERSIONTOUSE is set to 'read—from-registry', attempting to read version from container registry...
IMAGE_NAME_TO_MONITOR:registry.gitlab.com/classgroup6/rohit_ahuja/hello-world/main

Login Succeeded!

Found version '1.8.39" in registry image 'registry.gitlab.com/classgroup6/rohit ahuja/hello-world/main:latest-prod’, u
sing it...
Determining if we have a version mismatch

The staging environment is at version 1.8.38, updating it to version 1.0.39
Passing variables into pipeline using .env artifact file...
VERSIONUPDATE=true

NEXTVERSION=1.0.39
GIT_PUSH_OCCURRED=false

COMMIT_MESSAGE=1.6.39 (Deployed due to being found in version tag of latest-prod image)

08:02

version.env: found 1 matching files and directories

549454744 responseStatus=201 Created token=64_GQ8kG

08:00

Uploading artifacts as "dotenv” to coordinator... 201 Created i

Figure 23: Reading image from the registry

A Application Environment

QD Project i
Repository
O Issues

13 Merge requests
& a/o
Pipelines
Editor
Jobs

Test Cases

The gitlab agent automatically pulls the changes in the application enivronment manifests and

Pipeline

Upstream

second)

nds (queued for 1

update_staging_ manifests

5] @

anifests

update production_ manifests

Figure 24: Updating the Staging and Production Manifests

deploy the application to the staging and production environment.

16



nding termi

Figure 25:Gitlab Agent pulling changes into the cluster and deploying the application

Staging Environment:

Environments

A Application Environment

Ultim
Available 2

D Security &
@ Deployments

HELLO WORLD
Demo Page for my Research Paper- Simple HTML Page
Config Manual

Figure 26: Application Deployed to Staging

17



Production Environment:

@ Deployments
Environments

Feature Flags

‘world-greetings-env-1-41894701-production.3.130.175.69.nip.io

allln

HELLO WORLD
Demo Page for my Research Paper- Simple HTML Page
Config Manual

Figure 27: Application Deployed to Production

9 Adding Security Scanning, Kubernetes Manifests
Scanning and Container Scanning.

To add security scanning to application by editing the pipeline in Gitlab, the built-in static
application security testing (SAST) feature is used. Here are the steps to do this:
1. Inthe Gitlab web interface, navigate to the project containing Application Build
2. Inthe project's "Settings" menu, select "Pipelines” and then click the "Expand" button
next to the "Jobs" heading.
3. Click the "Edit" button next to the job that builds and test the application. This will
open the job's configuration file in the Gitlab code editor.
4. Toenable SAST add the following:

18



H  Hello World

% Ultimate Trial Day 20/30

@ Project information
B Repository
O Issues 0
1% Merge requests 0
& Clycp
Pipelines
Editor
Jobs
Schedules
Test Cases
@ Security & Compliance
@ Deployments
A Packages and registries

& Infrastructure

classgroup > rohit_ahuja > Hello World > Pipeline Editor

t2 | ¥ main v

(©) Pipeline #737361906 passed for 1d67267e: Update microwebserver.py

v Pipeline syntax is correct. Learn more

Edit  Visualize Validate  View merged YAML

@ Help

[7 Browse templates

include:
- local: .gitlab/ci_includes/increment_semver.gitlabci.yml

- Femplate: Auto-DevOps.gitlab-ci.yml I

variables:
BUILD DISABLED:
TEST_DISABLED: 'true’
POSTGRES_EMNABLED: 'false’

"true'

15 CODE_QUALITY DISABLED: 'true’
MANUAL_PROMOTE: 'true'
STAGING_ENABLED: "'
DAST_DISABLED: ‘true'
BROWSER_PERFORMANCE_DISABLED:

2 Monitor

- Analytics

2 wiki "true’

Figure 28:Adding Security Scanning to Application

5. Save the changes to the configuration file by committing and pushing the changes to
the repository.

From now on, Gitlab will automatically run SAST on the application every time the pipeline
is triggered. User can view the results of the scan in the "Pipelines” section of the project. If
any vulnerabilities are found, Gitlab will provide recommendations on how to fix them.

+ Submit vulnerability |t Export

Vulnerability Report

Tesults of successful scans on your project's default branch, manually added vulnerability records, and

H  Hello World

The Vulnerabil erabilities found from scanning operational environments.

& Ultimate Trial Day 20/30

Q@ Project information

) S Development vulnerabilities 155 Operational vulnerabilities 0
O Issues 0
Last updated 2 weeks ago #72726634
11 Merqe requests 0
& ayco
@ Security & Compliance ® Critical # High ¥ Medium Low 0 Info @ Unknown
5 shboa
Security dashboard 25 29 3 69 0 1
Vulnerability report
On-demand scans
Status Severi Tool Activi
Dependency list ty ty
Needs triage +1 more v | | Al severities v | | Altoots v || Al activity v
License compliance
Folicies Detected Status L Severity Description Identifier Tool Activity
Audit events
2022-12-19 Critica CVE-2022 o
Configuration 20ee-z ® Griticel . . » fanee @
@ Deployments
2-12- ® Ciitical CVE-2022-22823 e

Collapse sidebar

Figure 29: Application Security Testing
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To add Kubernetes Manifests Scanning :
Edit the update manifests file in the application environment repository and add the below
code. This will enable kubernetes manifests scanning for the application.

Q Search GitLab

A Application Environment classgroup > rohit_ahuja > Application Environment > Repository

% Ultimate Trial Day 20/30

Edit file

@ Project information

B Repository
Write  Preview changes

Files

Commits ¥ main ‘ update-manifests.gitlab-ci.yml .gitlab-ciyml Apply a template
Branches include:

T - local: .gitlab/ci_templates/git-push.yaml

ags

{ template: Security/SAST-IaC.latest.gitlab-ci.yml |

Contributors —
variables:

Gl’aph SCAN_KUBERMETES_MANIFESTS: "true"
7 | KUBESEC_HELM_CHARTS_PATH: $CI_PROJECT_DIR/constructed-manifests/

Compare
. stages:
Locked Files  build
D Issues 0 - test
- update staging manifests
33 Merge requests 0 - update_production_manifests

Figure 30:Adding Kubernetes Manifests Scanning

A Application Environment
ili + Submit vulnerability &, Export
W Ultimate Trial Day 20/30 Vulnerablllty Report
— Iha \uilnacabilit Bapast chowe saculic of ciceaisful scans on your project's default branch, manually added vulnerability records, and vulnerabilities found from scanning operational environments.
@ Project information
B Repository
Development vulnerabilities 177 Operational vulnerabilities 0
O Issues 0
£ Merge requests ] S
Lastupdated 2 weeks ago #727223780

& /o
@ Security & Compliance

Security dashboard ® Critical # High ¥ Medium Low 0 Info @ Unknown

Vulnerability report 26 0 10 0 41 0

On-demand scans

Dependency list

Status Severity Tool Activity
License compliance
Needs triage +1 more v All severities v All tools v All activity v
Policies
Audit events Detected Status 1 Severity Description \dentifier Tool Activity

Configuration

2022-12-19 Needs @ Critical

RBAC Wildcard In Rule SAST
@ Deployments Triage ‘ )

« Collapse sidebar

Figure 31: Kubernetes Manifests Scanning Report

To add container scanning using Gitlab Agent for Kubernetes:

Edit the following file and add the mentioned lines:
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C  Cluster Management

& Ultimate Trial

@ Project information

E Repository
Files
Commits
Branches
Tags
Contributors
Graph
Compare
Locked Files

[P Issues

19 Merge requests

master

Day 20/30 «

A
Al

Aadd
W

Rohit Ahuja aut!

{-} config.yaml [ 816bytes

ci_access:

groups:
- id:

observability:

logging:

level: debug

Heei Adding Manfest Securit

veek:

cluster-management / .gitlab / agents / spot2azuseast2-agent1 / config.yaml

Scanning

classgroupé

starboard:

cadence:

rag x % % %' #fuery hour at 55 minutes past the hour

Figure 32: Adding Container Scanning

Starboard tool developed by aqua security has been used which automatically scans
Kubernetes containers.

C  Cluster Management

spot2azuseast2-agenti

% Ultimate Trial Day 20730 o
— Created by Rohit Ahuja 2 weeks ago

E[] Project information

B Repository > Integration Status @ Connected
D Issues 0 . 3
Activity ~ Security  Access tokens 1
$9 Merge requests 0
& /o @ Latest scan run against spot2azuseast2-agentl

@ Security & Compliance This view only shows scan results for the agent spot2azuseast2-agent1. You can view scan results for all agents in the Operational Vulnerabilities tab of the vulnerability

@ Deployments

Status Severit Image Activit
B Packages and registries 2 g &/
Needs triage +1 more v Unknown +1 more v All images v All activity v
& Infrastructure
. — . -
Kubernetes clusters ) Detected Status. 1 Severity Description
Terraform
le Cloud O 2022-12-23 Needs Low CVE-2022-0563
Google Clou Triage registry.gitlab.com/classgroup6/rohit_ahuja/hello-world/main:7cda07f4dd33f68d30747dddc2c72dbaabSTb32e
& Monitor
o . () 2022-12-23 Needs Low CVE-2005-2541
e Analytics Triage registry.gitlab.com/classgroup6/rohit_ahuja/hello-world/main:7eda07f4dd33f68d30747dddc2c72dbaab5fb32e
3 wiki
O 2022-12-23 Needs Low CVE-2011-4116
X Snippets Triage registry.gitlab.com/classgroup/rohit_ahujahello-world/main:7cda07f4dd3368d30747dddc2c72dbaab5b32e
@ Settings
O 2022-12-23 Needs Low CVE-2019-19882
« CoHapse sidebar Triage registry.gitlab.com/classgroupé/rohit_ahuja/hello-world/main:7cda07f4dd33f68d30747dddc2c72dbaab5fb32e

Figure 33: Container Scanning Report View

10 Scanning Kubernetes Cluster using Kube-Tools
1. Using Kube-Hunter

Kube-Hunter was deployed in one of the Kubernetes pods using the following steps:
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Run the job with kubectl create -f https://raw.githubusercontent.com/aquasecurity/kube-

hunter/main/job.yaml
Find the pod name with kubectl describe job kube-hunter
View the test results with kubectl logs <pod name>

Figure 34: Code to install kube-hunter

Session ID: root-0d2f107ba1c5b09f0 Instance ID: i-07d954alecaf2542f

sh—-4.25 kubectl get pods

AME EEADY STATUS RESTARTS
lkube-bench-zfnnp 0/1 Completed 0
{ube-hunter-742qgl 0/1 Completed 0
h—4.2% I

Figure 35: Kube-hunter in pod
Scanning using Kube-Scape
Scanning using Kube-Scape was done by following the below steps:

User need to create an account first on kubescape cloud portal and extract the account
id and fire the below commands in kubernetes cluster:

curl https://raw.githubusercontent.com/armosec/kubescape/master/install.sh | /bin/bash

kubescape scan ubmit iccount=dc5f3be4-69b7-4460-959e-6a2c670f fb65

Figure 36: Code to perform Kube-Scape scan

The kubescape will scan the cluster and save the results in the cloud dashboard.
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Configuration Scanning

Configuration Scanning

[ Dashboard
Search Q

@ Config Scanning

+ Add Cluster

arn-aws-eks-us-east-2-03219339... (. @ arn-aws-eks-us-east-2-90466291... . @
) Image Scanning

—
$0 RBAC Visualizer Lm

Figure 37:Kube Scape Cloud Portal
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Appendix H — Monthly Internship Activity Report

The Internship Activity Report is a 1-page monthly summary of the activities performed by you
andwhat you have learned during that month. The Internship Activity Report must be signed off
by your Company and included in the configuration manual as part of the portfolio submission.

Student Name: Rohit Anand Ahuja Student number: 21168296

Company: RiskSek Private Limited Month Commencing: October 2022

o Perform Network and Application Vulnerability Assessments and Penetration Testing activities.

o Involved in other Cyber Security Services offered by the company as required.

o Worked on researching topics and started understanding the working of Kubernetes and its
architecture and its literature review.

Employer comments

Student Signature: Rohit Anand Ahuja Date: 03/01/2023

Industry Supervisor Signature: Sarat Lingamallu Date: _03/01/2023
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Appendix H — Monthly Internship Activity Report

The Internship Activity Report is a 1-page monthly summary of the activities performed by you
andwhat you have learned during that month. The Internship Activity Report must be signed off
by your Company and included in the configuration manual as part of the portfolio submission.

Student Name: Rohit Anand Ahuja Student number: 21168296

Company: RiskSek Private Limited Month Commencing: November 2022

o Worked on documenting data breaches that commenced in November month.

o Started working on the Design Specification of the proposed research regarding securing the
endpoints of the microservices using client-based authentication.

o Worked on learning about AWS EKS services and Gitlab Agent.

Employer comments

Student Signature: Rohit Anand Ahuja Date: 03/01/2023

Industry Supervisor Signature: Sarat Lingamallu Date: _03/01/2023
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Appendix H — Monthly Internship Activity Report

The Internship Activity Report is a 1-page monthly summary of the activities performed by you
andwhat you have learned during that month. The Internship Activity Report must be signed off
by your Company and included in the configuration manual as part of the portfolio submission.

Student Name: Rohit Anand Ahuja Student number: 21168296

Company: RiskSek Private Limited Month Commencing: December 2022

Worked on documenting data breaches commenced in December month.

Started working on implementation of integration of AWS EKS and Gitlab. Deployed Kubernetes
Cluster on AWS EKS and installed agent in one of the pods.

Deployed projects and isolated the application build and application environment, added security
scanning.
o Evaluated the proposed architecture using tools.

Employer comments

Student Signature: Rohit Anand Ahuja Date: 03/01/2023

Industry Supervisor Signature: Sarat Lingamallu Date: _03/01/2023

26




