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1 Deploying a Kubernetes Cluster on AWS EKS (Elastic 

Kubernetes Service) 
 

Here are the steps to deploy a Kubernetes cluster on AWS EKS with screenshots: 

 

1. Sign in to the AWS Management Console and open the Amazon EKS console at 

https://console.aws.amazon.com/eks/ and click on create cluster button. 

 

 

                            Figure 1: AWS EKS Create Cluster Page 

 

2. On the "Create Cluster" page, enter a name for the cluster and select the desired 

service role. Then, choose a Kubernetes version and click the "Next" button. 

Kubernetes v1.21 has been selected for the proposed research. 

https://console.aws.amazon.com/eks/
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                    Figure 2: Configure Cluster Page 

 

 

3. On the "Configure Cluster" page, choose the VPC, subnets, and security group for the 

cluster. Configure the Kubernetes API server endpoint access as Private. Click the 

"Next" button. 
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     Figure 3: Specify Networking Page 

 

4. Skip Step 3,4,5 of AWS EKS Cluster Creation and at the last step 6 i.e., Review and 

Create – Click on Create. 
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 Figure 4: Create and Review Cluster Page 

 

5. This step deploys the Kubernetes cluster on AWS EKS; cluster will be created in 10-

15 mins along with one EKS Bastion Host for managing Kubernetes cluster. 

6. Once the cluster is created, go to the compute tab of the created cluster and click on 

add node group to add worker nodes. 

 

 

                                                   Figure 5: Compute tab of Cluster 
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7. On the configure node page, write the node name and specify the IAM role and click 

on next. 

 

 

Figure 6:Configure Node Group Page 

 

8. On the "Add Worker Nodes" page, specify the Amazon EC2 instances that will be 

used as worker nodes for the cluster. Choose the instance type, auto scaling group 

configuration, and other options. When done, click the "Next" button. 

 



6 
 

 

 

                                           Figure 7: Node Configuration Page 

 

9. Click on create on the last page of the node group configuration. 
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Figure 8: Create Node Group  

 

10. Once the cluster is ready, the cluster can be viewed under EKS Bastion Host, by firing 

the below command as shown in the screenshots: 

 

 

Figure 9: Kubectl 

 

2 Create Cluster Management Project on Gitlab 
 

Follow these steps: 

1. Create a group in GitLab. 

2. Click on the "New project" or "New repository" button. 

3. Click on the "Import" button. 

4. Select the "From a template" option. 

5. Select the "GitLab Cluster Management" template and click "Import". 

6. Enter "Cluster Management" as the project name. 
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7. Click the "Create project" button. 

After completing these steps, a new project in GitLab that is based on the GitLab 

Cluster Management template will be created. Use this project to manage to deploy 

GitLab agent and applications to a Kubernetes cluster. 

 

                                         Figure 10: Cluster Management Gitlab Project 

 

3 Register the Gitlab Agent for Kubernetes. 
 

Connect to the EKS Bastion Host, which was deployed earlier, and fire the below commands 

to register the GitLab agent. 

 

 

Figure 11:Gitlab Agent Setup 

 

Config token can be acquired by following the steps in: 

https://docs.gitlab.com/ee/user/clusters/agent/install/ 

  

Once the agent has been installed, the agent will reflect in GitLab Kubernetes cluster and also 

on AWS EKS under Cluster Management Project as shown below: 
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Figure 12:Gitlab Agent in Gitlab Kubernetes Cluster 

 

 

Figure 13: Gitlab Agent deployed in Kubernetes Cluster 

 

 

 

4 Deploy Isolated Application Build and Application 

Environment Projects. 
 

Application Build and Application Environment can be deployed using the below steps: 

 

1. Log in to GitLab account. 

 

2. Click the "Import project" button in the top-right corner of the dashboard. 

 

3. Enter the URL of the Git repository that want to import, and click the "Create project" 

button. 

 

4. GitLab will then import the project and create a new repository for it in the registered 

account. 

 

5. Once the import is complete, GitLab will redirect to the project page for the newly-

imported repository. 

 

Application Build URL: https://gitlab.com/classgroup6/rohit_ahuja/hello-world.git 

 

Application Environment URL: https://gitlab.com/classgroup6/rohit_ahuja/world-greetings-

env-1.git 

https://gitlab.com/classgroup6/rohit_ahuja/hello-world.git
https://gitlab.com/classgroup6/rohit_ahuja/world-greetings-env-1.git
https://gitlab.com/classgroup6/rohit_ahuja/world-greetings-env-1.git
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Figure 14: Application Build 

 

 

 

Figure 15: Application Environment 

 

 

5 Running the Application Build and Saving the    

Container Image 
 

To create a deploy token for a container registry in GitLab: 

 

1. Start a pipeline run for the project that i.e., Application Build. This should create a 

container image. 

 

2. After the pipeline has completed, go to the repository settings for the project. 
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3. In the "Repository" section, click on "Deploy Tokens". 

 

4. Click the "Create Deploy Token" button. 

 

5. Give the token a name, such as "ReadRegistry". 

 

6. Under "Scopes", select "read_registry". 

 

7. Click the "Create Deploy Token" button to create the token. 

 

This deploy token can be used to access the container registry for this project. 

 

 

Figure 16: Read Container Registry Image Token 

 
 

6 Setting up Application Environment Manifests to Monitor 

Container Image 
 

Steps: 

1. Edit the manifests of production and staging under the application environment by 

going under the application environment manifests 

 

2. Add the registry link of the application build project under the image tag. 
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Figure 17: Application Environment Manifests - YAML 

 

7 Setting up agent to monitor the changes in Application   

Environment. 
 

If the agent detects a change to the container image version, it will automatically deploy the 

updated version to both the staging and production environments. This helps to ensure that 

the application is always running the most up-to-date version, which can help to improve 

performance and stability. The agent makes it easy to manage and maintain the application, 

as it handles the deployment process automatically, freeing up time and resources for other 

tasks. 

 

In order to instruct the Kubernetes Gitlab Agent to monitor the application environment, will 

need to edit the config.yaml file. This file is located in the cluster management repository, 

and can be edited using a text editor or other suitable software. The process of editing the 

config.yaml file is shown in the accompanying screenshots. To edit the file, simply open 

using online IDE and make changes. Once the changes have been done, save the file and the 

agent will begin monitoring the application environment according to the updated 

configuration. It is important to carefully review and understand the contents of the 

config.yaml file before making any changes, as incorrect configurations can impact the 

operation of the agent and the overall performance of the application. 
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Figure 18: Gitlab Agent Configuration 

 
 

8 Deploying the Application using Pull-Based Approach by 

Gitlab Agent. 
 

After making any changes to the application build, the application build pipeline will create a 

registry image and save it in GitLab registry.  
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Figure 19:Committing change to Application Build 

 
 
 

 

Figure 20: Running the Application Build Pipeline 
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Figure 21: Updating the latest container image in registry 

 
 

After the image is stored in the registry, the application environment manifests file will be 

updated and application will be deployed in the staging and production environment after 

running the application environment pipeline. 

 

 

 

Figure 22:Running the Application Environment Pipeline 
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Figure 23: Reading image from the registry 

 

Figure 24: Updating the Staging and Production Manifests 

 

The gitlab agent automatically pulls the changes in the application enivronment manifests and 

deploy the application to the staging and production environment. 

 

 
 



17 
 

 

 

Figure 25:Gitlab Agent pulling changes into the cluster and deploying the application 

 

Staging Environment: 

 

 
 

 

Figure 26: Application Deployed to Staging 
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Production Environment: 

 

 

 
 

 

Figure 27: Application Deployed to Production 

 

9 Adding Security Scanning, Kubernetes Manifests 

Scanning and Container Scanning. 
 

To add security scanning to application by editing the pipeline in Gitlab, the built-in static 

application security testing (SAST) feature is used. Here are the steps to do this: 

1. In the Gitlab web interface, navigate to the project containing Application Build 

2. In the project's "Settings" menu, select "Pipelines" and then click the "Expand" button 

next to the "Jobs" heading. 

3. Click the "Edit" button next to the job that builds and test the application. This will 

open the job's configuration file in the Gitlab code editor. 

4. To enable SAST add the following: 
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Figure 28:Adding Security Scanning to Application 

 

5. Save the changes to the configuration file by committing and pushing the changes to 

the repository. 

 

From now on, Gitlab will automatically run SAST on the application every time the pipeline 

is triggered. User can view the results of the scan in the "Pipelines" section of the project. If 

any vulnerabilities are found, Gitlab will provide recommendations on how to fix them. 

 

 

Figure 29: Application Security Testing 
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To add Kubernetes Manifests Scanning : 

Edit the update manifests file in the application environment repository and add the below 

code. This will enable kubernetes manifests scanning for the application. 

 

 

Figure 30:Adding Kubernetes Manifests Scanning 

 

 
 

 

Figure 31: Kubernetes Manifests Scanning Report 

 

To add container scanning using Gitlab Agent for Kubernetes: 
 

Edit the following file and add the mentioned lines: 
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Figure 32:Adding Container Scanning 

 

Starboard tool developed by aqua security has been used which automatically scans 

Kubernetes containers. 

 

 

Figure 33: Container Scanning Report View 

 

10 Scanning Kubernetes Cluster using Kube-Tools 
 

1. Using Kube-Hunter 

 

Kube-Hunter was deployed in one of the Kubernetes pods using the following steps: 
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Figure 34: Code to install kube-hunter 

 

 

Figure 35: Kube-hunter in pod 

 

2. Scanning using Kube-Scape 

 

Scanning using Kube-Scape was done by following the below steps: 

 

User need to create an account first on kubescape cloud portal and extract the account 

id and fire the below commands in kubernetes cluster: 

 

 

Figure 36: Code to perform Kube-Scape scan 

 

The kubescape will scan the cluster and save the results in the cloud dashboard. 
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Figure 37:Kube Scape Cloud Portal 
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