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1 Introduction 
 

This documentation includes information on the hardware and software configurations, steps 

involved in data collection and pre-process data, and the whole project implementation. The 
project was aimed at assessing how does Randomforest compared to Logistic Regression in 

detecting ransomware attacks. Below are the technical requirements and steps which led to 
the results produced by the project. 
 

2 System Configuration  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: System Configuration 
 

The system environment used for the execution of this project is a 2GHz Intel Core i7 

processor with 16GB of RAM and 500GB of SSD running in Windows 10. 
 

3 Environment Setup 
 

The project's software setup requirements are as follows: 
 

1. Python 
2. Jupyter Notebook  
3. Anaconda IDE 

 

For this project, Python was chosen as the programming language. Using Jupyter Notebook 
within Anaconda, all phases of data pre-processing, model training, testing, and evaluation 
were written in Python. 
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3.1 Python  

The first step is to access the official website
1

, download, and install the Python 

programming language.  
 
 
 
 
 
 
 
 
 
 

 

Figure 2: Python download 
 

3.2 Anaconda Installation 
 

The next step is to download Anaconda from their official website2 because the Jupyter 

Notebook is already pre-installed within it. You can find information on the minimal system  

requirements and how to download and install Anaconda here
3

. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Anaconda Documentation
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The Jupyter Notebook may be started from inside this environment once both installs are 

complete by clicking the Jupyter Notebook icon and the Anaconda Navigator symbol, 

respectively. The method is demonstrated below. 

 

 

1 https://www.python.org/downloads/
  

2 https://docs.anaconda.com/anaconda/install/
  

3 https://docs.anaconda.com/anaconda/navigator/install/
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Figure 4: Anaconda Directory  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5: Anaconda Navigator 

 

3.3 Libraries: 
 

• brothon==0.2.5 
o This Library is used to read network files. 

 

• matplotlib==3.6.2 
o This library is used to plot / visualize the matrices and correlations. 

 

• numpy==1.23.5 
o this library is used for for data processing along with pandas. 

 

• pandas==1.5.2 
o this library is used for for data processing along with numpy. 

 

• scikit_learn==1.2.0 
o this library is used to load, train and test models. 
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• seaborn==0.12.1 
o this library is used for visualization for heatmaps. 

 

4 Data Collection 
 

The dataset for this project, was obtained from Information security and object technology 

(ISOT) research lab. Dataset was provided by researchers at university of Victoria from their  

website
4

. 

5 Pre-processing 
 

It is essential to pre-process the data after downloading it to get it suitable for modeling. 

Three primary pre-processing procedures were completed. The same Jupyter notebook file, 

"Ransomware Detection.ipynb," was used for each of these procedures. Importing the  
required packages to enable code execution is the initial step, as illustrated in Figure6.As 

shown in the example below, any packages that have not yet been installed on the Anaconda 

environment can be added using the command "!pip install module name" from within 

Jupyter Notebook:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6: Import Modules/ Dependencies  
 
 
 
 
 
 
 
 
 
 
 

 

4 https://www.uvic.ca/ecs/ece/isot/datasets/botnet-ransomware/index.php
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Figure 7: library installations 
 

6 Dataset Exploration 
 

As we can see in the figure 8 below there is more than 10 million Rows in the dataset 
and 22 Columns. 
 
 

 
Figure 8: Shape of the Dataset 

 

In Figure 9 we listed the columns names that are in the dataset and there is 22 column. 

 

Figure 9: Columns in the Dataset 
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In Figure 10 we can see the number of benign traffic and the number of malicious traffic and 

all these traffic fall under the column named “tunnel_parents label detailed-label”.  
 

Figure 10: Distribution of the Dataset 

 

In Figure 11 the pie chart presents the percentage of each malicious file and the benign. It 

shows for benign there is more than 79% and for the Malicious distributed denial of service 

DDOS more than 20%. 

 

 

Figure 11: Visualise Distribution of Dataset 

 

Figure 12: Rename the tunnel parents column. 

 

In Figure 12 we renamed the column tunnel parents to traffic type. 
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Figure 13: Rename Traffic Type 

 

In Figure we renamed the traffic type to Normalware and Ransomware instead of Malicious 

DDos, Malicious C&C and benign. 

 

 

 

 

 

 

 

Figure 14: Code for balancing the dataset 

 

In Figure 14 we took a sample size of 1 million of each normalware and ransomware and 

merged them into the new final_df variable, this will help in achieving higher accuracy rate. 

 

 

7 Feature Selection 

 

 
Figure 15: Identifying Coloumns that have similar data 

 

In Figure 15 we set a threshold of 70% which means that we only take data of each column 

that have 70% or more.   
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Figure 16: Encoding the columns 

  

In Figure 16 we have to encode the data so that it can be machine readable. 

 

 
Figure 17: Splitting the Dataset 

 

 In Figure 17 we split the dataset 70% for training and 30% for testing. 

 

 

8 Model Training & Testing  
 

 
Figure 18: LR Model training & Testing 

 

In Figure 18 we trained the logistic regression model with 70% of the dataset and for the 

testing 30% dataset. The model predicted an accuracy score of 74% 
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Figure 19: RF Model training & Testing 

 
In Figure 19 we trained the Random Forest model with 70% of the dataset and for the testing 

30% dataset. The model predicted an accuracy score of 99% 

 


