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Abstract 
 

The continuous growth and advancements of technology-based products in several 

industries and sectors of the economy and society have also been plagued by an increasing 

number of cyber-attacks targeted at compromising systems, stealing sensitive information, 

etc. These attacks take several shapes including malware attacks, phishing, and distributed 

denial of service (DDoS) amongst others. Consequently, ransomware has been identified as a 

major type of malware attack. Therefore, it has become pertinent that more attention is drawn 

to creating tools and techniques to specifically detect ransomware attacks. Several research 

exists that has focused on techniques such as Machine Learning (ML) and deep learning 

algorithms for detecting malware, however, few have been centred on ransomware detection. 

As such, in this research, the Random Forest classifier and Logistic regression classifier as 

machine learning techniques are explored to determine their accuracy in the detection of 

ransomware attacks. The logistic regression model achieved an accuracy of about 74% with a 

precision and recall of around 74% of average each. The random forest model outperformed 

the logistic regression, achieving a near 100% accuracy, precision, and recall, with only 2 

misclassifications in the confusion matrix out of 350 thousand rows on the test dataset. 

 

Keywords: Ransomware, machine learning, malware, random forest, logistic regression 
 

 

Video Link: https://www.youtube.com/watch?v=CWt-_pGyJcc 
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1 Introduction 
 

 

Malware known as malicious software is one of the most common cyber threats today. 

This could come in the form of virus, trojan, ransomware, adware etc. Ransomware attacks 

have gained more popularity over the years and have become one of the top methods that 

attackers use to launch attacks on targets as it is difficult to mitigate unlike other security 

issues (Chittooparambil et al., 2019). It is a type of malware that is designed to restrict access 

to user files by encrypting them and demanding a ransom in order to obtain the decryption 

key. According to Statistica, in 2021 there were over 600 million ransomware attacks 

(“Number of ransomware attacks per year 2022”, 2002 ). Although this number has seen a 

reduction in 2022, it still constitutes a major challenge as it provides a unique mix of low risk 

and big return for cybercriminals which explains the large numbers of ransomware attacks 

recorded. Additionally, in the report “Ransomware Attacks and the True Cost to Business”, 

the researchers stated that the ransomware which has significantly increased in sophistication 

and has led to mega financial loses to companies (Team, n.d.). The major difference between 

other types of malware and ransomware is that, other malware types could infect a system 

and hide behind applications to compromise it and steal sensitive information without asking 

for a ransom while the goal of a ransomware is to render a system inoperable and encrypt 

data on systems so as to require a ransom to be paid before data decryption keys can be 

provided to the victim. According to (Chittooparambil et al., 2019). methods available for 

malware detection are not efficient enough in detecting ransomware. Additionally (Wecksten 

et al., 2016) and (Kirda, 2017) stated that attacks inspired by ransomware have become 

difficult to defend and mitigate. Hench, traditional methods for detecting malware have been 

identified to be inefficient as mentioned in several researches including (Vinayakumar et al., 

2019). These methods analyse behavioural patterns and signatures of malware by majorly 

leveraging on static and dynamic techniques which consume a lot of time and are unable to 

detect in real time unknown malwares signatures. Gilbert et al in their paper also stated that 

traditional techniques are unable to measure up to the sophistication of new malware. (Chang 

et al., 2017) further supported the use of machine learning approach due to its ability to detect 

unknown malware samples and zero-day attacks as opposed to traditional static and dynamic 

methods which do not seem to efficiently detect malware. 
 

According to (Wu et al., 2020), in 2020, about 51% of the organizations worldwide 

recorded a ransomware attack. These ransomware attacks were sophisticated and use
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advanced command and control servers. This ultimately made reverse engineering difficult and 

shows that currently, these traditional static and dynamic approaches to malware detection are 

inefficient and thus, a major challenge exists in the cyber security world as ransomware is 

polymorphic in nature and as such evades these approaches (Kapoor et al., 2021). Hence, as 

cybercriminals continue to become more sophisticated in their design of ransomware, more 

efficient methods of detection is required. In line with this, Machine Learning has been explored 

by several studies in relation to malware detection. This is because machine learning techniques 

have been identified to be efficient as it trains a model that can learn and classify malicious or 

benign ware. In (Matin and Rahardjo, 2019), the researchers demonstrated that the machine 

learning models produced were successful in detecting malware as they could distinguish 

between malicious and benign network traffic. Also, Fraley and Cannady in their paper “The 

promise of machine learning in cybersecurity” highlighted the potential of machine learning as a 

tool that can help in producing more efficient methods in malware detection due to its capacity to 

handle large data, detect modern malware attacks and improve scanning engines (Choo, 2011). 

This was also supported by (Chio and Freeman, 2018) which opined that the adoption of machine 

learning is an effective solution for ransomware detection. Along the same line, (Anderson et al., 

2011), (Kolter and Maloof, 2004) in their research presented Machine learning as an alternative to 

signature based methods. Both researches concluded by stating that Machine learning proved to 

be more effective. 

 

As such, this paper explored machine learning as a technique for ransomware detection. It 

adopted random forest algorithm to produce a model that accurately detects ransomware. 

Therefore, the aim of this study is to answer the Research Question (RQ): How does Random 
 

Forest compare to Logistic Regression in detecting Ransomware attacks? Its objectives 

include: 

 

• Investigate current malware detection techniques. 
 

• Investigate ransomware detection techniques 
 

• Produce 2 machine learning models that will accurately detect ransomware 
 

• Evaluate the models produced in terms of accuracy and performance using 

performance metrices. 

 

Accordingly, it contributes in the following ways: 
 

• Provides an overview of malware detection 
 

• Exposes current issues being faced in detecting ransomware 
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• Adds to the body of knowledge by comparing the use of random forest 

classifier and logistic regression classifier in ransomware detection. 

 

Subsequently, the paper is organized into 4 sections. Section 2 provides the literature review 

covering an overview of malware and malware detection techniques, Ransomware Detection 

Techniques and Machine Learning for Ransomware Detection. Subsequently, section 3 

describes the research methodology while section 4 provides the research’s design 

specification. Thereafter, section 5 and section 6 details the implementation and evaluation 

respectively. The paper concludes with section 7 where the limitations of the research and 

proposed future work is captured. 

 

2 Related Work 
 

With the high number of recorded ransomware attacks and current traditional detection 

methods not being efficient enough to mitigate them, more efficient detection methods for 

ransomware attacks have become one of the most researched areas. In line with this, most 

research have outlined machine learning as a potential technique that will deliver success in 

the area, while others have carried out experiments that resulted in machine learning models 

which achieved high accuracies in ransomware detection. Therefore, this section outlines a 

review of several studies related to this research. It is categorised into 3 sub-sections: an 

Overview of Malware and Malware Detection Techniques, Ransomware Detection 

Techniques and Machine Learning for Ransomware Detection 

 

2.1  Overview of Malware and Malware Detection Techniques 

 

Malware generally known as malicious software is any software designed with the intent to be 

used to cause harm to a computer system. According to Malwarebytes, it’s aim is to interfere with 

the normal functioning of a system by infecting, disabling, or gaining unauthorised access to 

sensitive information stored (Hama Saeed, 2020). Ahmad in his paper also describes it as 

malicious code used in several forms such as viruses, trojans, ransomware, spyware etc. to 

destroy targeted computer systems or applications (Olawale Surajudeen, 2012). (Vinayakumar et 

al., 2019) further describes malware as any program created with a bad intent. The paper also 

outlined that malware can be categorized according to their purpose and method of propagation. 

Some of the attributes of malware is its ability to infect, self-replicate and spread within a system 

without being detected. This malicious software could be attached to files downloaded from the 

internet, malicious links, or malicious websites. Hence, effort have been 
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put into creating anti-malware and other tools geared towards detecting malware to avoid 

malware infections. To this end, the process of identifying malicious software is referred to as 

malware detection. 
 

Furthermore, Faruk et al opines that the objective of malware detection is to guard any system 

against malware attacks by detecting the presence of malware and preventing malware 

infection (Hossain Faruk et al., 2021). The paper also stated that the first step in any malware 

detection effort is discovering the source code of the malware. Consequently, a malware 

detection model is a model that can accurately distinguish between malicious and benign 

programs based on their distinctive behaviours. To this end, there are several approaches that 

have been identified to be used in malware detection. (Bazrafshan et al., 2013) identified 

three major malware detection techniques namely: signature based, behavioural based and 

Heuristic based malware detection techniques. Similarly, (Idika and Mathur, 2007) grouped 

this into signature based and anomaly-based malware detection while (Mujumdar et al., 2013) 

categorized malware detection approach into signature based and behavioural based. 

Additionally, with current advancement and sophistication used in designing and deploying 

malware by cyber criminals, machine learning has been identified as a more efficient 

approach in producing models with high accuracy in malware detection. This is supported by 

papers like (Basu et al., 2016), (Kumar and Lim, 2019), and (Ham and Choi, 2013) which 

stated that machine learning has the potential in providing more efficient approach in 

malware detection. The following sub-section highlights the different malware detection 

techniques as discussed by other related works. 

 

2.1.1  Signature Based 
 

 

Here, detection is based on signatures of known attacks such as file metadata, fingerprints etc. 

Any code or file that matches a specific pattern already identified as malicious code is classified 

as malware. Thus, malware is detected based on matches to an already defined set of specific 

patterns known to be malicious. This technique is used in most anti-malware programmes where a 

file is scanned and evaluated against a database of known malware signatures. A match with any 

component of the database indicates the presence of malware. Although, this method is effective 

against known malware, it has proved to be ineffective against new and unknown malware whose 

signatures are yet to be defined. Also, the polymorphic nature of malware as seen in recent times 

render signature-based detection technique ineffective as the malware can change their signature 

(Aslan and Samet, 2020). (Aslan and Samet, 2020) also stated that 
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machine learning holds the potential to enhance the efficacy of signature-based malware 

detection technique. Furthermore, the limitations of signature-based technique saw the use of 

behavioural based approach. 

 

2.1.2  Anomaly Based/Behavioural Based 

 

Behavioural and Anomaly based malware detection approach have been used interchangeably as 

most researchers have identified them to be one and same. This approach conceived as a solution 

to the limitations of signature-based approach, is based on observations of malware behaviour 

when executed usually in a sandbox to prevent infection of the host. Some behaviours as 

identified in (Ghafir and Prenosil, 2014) could be a combination of the following: 
 

• An attempt to detect a sandbox environment 
 

• Modifying or encrypting files 
 

• Disabling security controls and installing unknown software 
 

• Deleting or adding system files 
 

• Disabling or shutting down system operations etc 
 

According to (Aslan and Samet, 2020), this approach mitigated the draw backs of signature-

based approach as it was able to detect unknown malware and was effective against the 

polymorphic nature of new malware. Also, (Heena, 2021) in their paper stated that the 

behavioural based technique improves malware detection as it inspects what a malware 

program does. Hence, even if it keeps mutating, it can still be detection based on its 

behaviour as its effects on system resources will be similar (Ghafir and Prenosil, 2014). 

However, in (Ham and Choi, 2013), the researchers countered this by stating that the 

behavioural based approach was insufficient against malware obfuscation and polymorphism 

because of high spreading rate of polymorphic malware as well as high false-positives and 

false-negatives in results. The limitations of this approach led to the development of a more 

efficient technique i.e., heuristic approach. 

 

2.1.3  Heuristic/Hybrid Based 

 

Heuristic /Hybrid approach is a combination of both signature based and behavioural based 

approach. On top of this, the approach also leverages the use of machine learning in addition 

to the combination. This technique has been identified to be a solution to the limitations of 

the previous malware detection approaches. According to (Aslan and Samet, 2020), this 

combination with machine learning allows a model to be trained and tested to classify and in 
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turn detect malware. The paper also stated that this approach is effective in detecting zero-day 

attacks and overcomes malware obfuscation and polymorphism. Firdausi et al also supported 

this by highlighting the effectiveness of a combination of behavioural based detection 

approach and machine learning for malware detection (Firdausi et al., 2010). Additionally, an 

experiment conducted in (Mohaisen et al., 2015) produced a detection model AMAL based 

on a behavioural based malware detection system (AutoMal) and a machine learning 

classification system (MaLabel) which achieved high accuracy. Consequently, machine 

learning will be explored in subsequent section. 

 

2.2 Ransomware Detection Techniques 

 

In (Fernando et al., 2020), Ransomware is described as a type of malware which when 

executed prevents access to the infected system, file, operating system, or device. Its aim is to 

encrypt data while demanding for a ransom to release decryption keys to victims. It also went 

further to highlight that there are 2 major forms of ransomware, Locker ransomware which 

usually displays a lock screen with a message requesting for ransom to release access to the 

system and Crypto ransomware which encrypts files on a system and demands for payment in 

cryptocurrency to decrypt those files. 
 
Over the years, ransomware attacks have been on the rise and has advanced in design. According 

to helpnetsecurity.com, in 2021, 80% of an organization’s critical infrastructure experienced a 

ransomware attack (Security, 2022). 37% of global organizations reported that they were victims 

of ransomware attacks (“IDC’s 2021 Ransomware Study,” n.d.). This has resulted in loses to 

organizations. Ransomware such as CryptoLocker, CryptoWall have been reported to have 

generated over 320 million dollars in revenue. Consequently, ransomware constitutes a serious 

challenge for most organizations and the need for more specific detection for ransomware cannot 

be overemphasized. To this end, several researchers have utilized different approaches for 

ransomware detection. For example, in (Arabo et al., 2020), the researchers utilized process 

behaviour analysis in ransomware detection. Their experiment focused on investigating if a 

process running within an ecosystem is ransomware or not. The analysis which was conducted 

using 7 ransomware, 41 benign software, and 34 malware samples achieved results with low 

false-positive and false-negative rate in classifying ransomware and benign applications. Also, 

(Fernando et al., 2020) researched the use of machine learning and deep learning in the detection 

of ransomware. Their conclusion was that both approaches which produced models trained using 

network, behavioural, or static features 

 



12 
 

 

when evaluated achieved high accuracy in detecting ransomware from mid to high 90s 

(Fernando et al., 2020). Furthermore, (Singh et al., 2022) investigated the viability of using 

process memory as a mechanism for ransomware detection. Their experiment used several 

machine learning algorithms which produced models with accuracy ranging from 81%-96%. 

They concluded by confirming the feasibility of using process memory in ransomware 

detection. 
 

Accordingly, honeypot has also been used as a technique for ransomware detection as 

highlighted in (Moore, 2016) where it was used to monitor changes happening in a folder. 

(Kolodenker et al., 2017) proposed a tool called PayBreak which stores the encryption keys 

that can be used to decrypt files affected by a ransomware attack. Furthermore, deep learning 

which is another field under artificial intelligence has also received attention in ransomware 

detection. Studies such as (Tseng et al., 2016) and (Ren et al., 2020) leveraged on deep 

learning techniques for ransomware detection. Both studies reported high accuracies of the 

detection models. 

 

2.3 Machine Learning for Ransomware Detection 

 

Machine learning has been applied to several fields including cyber security. It has been 

widely adopted as it gives models the ability to learn through training without the need for 

human supervision or programming. Here, two stages are involved, the training stage and the 

testing stage. In the training stage, a model learns from a dataset while the testing stage 

involves the model being applied to other unknown dataset so it is able to predict, recognise 

and classify based on properties learnt. Thus, any machine learning model is heavily data-

driven. Some examples of machine learning algorithms commonly used in developing 

detection models include, Support Vector Machine (SVM), Random Forest, Decision Tree, 

Logistic Regression, Linear regression amongst others. (Zhang and Zulkernine, 2006) in their 

experiment, studied the behaviour of ransomware in a sandbox and utilized an SVM 

classifier. Their experiment achieved an accuracy of 97.48% in detecting ransomware. 
 
According to (Khammas, 2020), Random Forest is considered to achieve better results than other 

machine learning algorithms as it requires less input parameters and is resistant to overfitting. 

This is also supported by (Zhang et al., 2019) and (Ahmad et al., 2018) who suggested that 

random forest classifier outperforms other machine learning classifiers in the detection of various 

attacks. Also, a study conducted by (Takeuchi et al., 2018) used Random Forest as a machine 

learning technique for ransomware detection. The researchers used a dataset containing 840 

ransomware executable of different families, and 840 benign files. They 
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reported an impressive performance of the random forest classifier with an accuracy of 97.74%. 

(Zhang et al., 2019) reported that random forest achieved the highest accuracy of 91.43% in 

classifying ransomware and benign ware when compared to four other ML algorithms i.e., K-

Nearest Neighbor, Decision Tree, Gradient boosting, and Naive Bayes. Their experiment utilized 

opcode features. Similarly, Masum et al in their experiments used 5 different machine learning 

algorithms: Random Forest, Decision Tree, Naïve Bayes, Logistic Regression and Neural 

Network over the same dataset to distinguish between ransomware and benign ware. Random 

forest achieved the highest results, thus outperforming the other four in terms of accuracy. 

Finally, the accuracy achieved by the above-mentioned studies, show that machine learning 

algorithms and more specifically random forest is a viable approach in developing models with 

high accuracy in ransomware detection. As such, this research adopted the use of Random Forest 

to develop a model for binary classification in the detection of ransomware. 
 

Some of the related works, the methodology adopted, their results and limitations are 

summarized below: 

 

 

Table 1: Summary of Some Related Works 
 

Authors Methodology Results Limitation 
    

(Arabo et al., 2020) Process Behaviour Low False positive Process is time consuming 

  & false negative rate  
    

(Fernando et al., 2020) Deep Learning 90 – 95% accuracy High false negative rate 

 Algorithms   
    

(Zhang et al., 2019) Random forest 91% accuracy Low sample size for 

 algorithm  training data 
    

(Takeuchi et al., 2018) Random forest About 98% accuracy Low sample size for 

 algorithm  training & testing data 
    

 
 
 
 

3 Research Methodology 
 

A research methodology is an approach used to methodically solve research problems. It can be 

viewed as a science that studies how scientific research is conducted. There are many approaches 

typically used by researchers to analyse research problems, as well as the reasoning behind them. 

Researchers must be familiar with both the methodology and the techniques that apply to their 

problem. In addition to knowing how to create and formulate their research 
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question, prepare the dataset, select the features/ variables needed for modelling, train and test 

their model, and evaluate the performance of their model, researchers also need to know 

which of these steps are pertinent and which are not, as well as the meaning and justification 

of each step (Fayyad et al., 1996). All of this means that the researcher must create his 

approach specifically for his topic as methodologies might vary from problem to problem. 

The methodology implemented in this research project is based on Knowledge Discovery in 

Databases (KDD) (Tavallaee et al., 2009). This methodology includes stages like data 

selection, processing, transformation, data modelling, and interpretation/ evaluation. A 

flowchart for the research methodology is shown below: 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1: KDD Research Methodology 
 

3.1  Data Selection 

 

The choice of the dataset was provided by (Garcia et al., 2020) as part of research into intrusion 

detection in network packets. The dataset contains both benign and malicious traffic along with 

details describing each traffic packet. The following features are captured for each packet: 
 

1. Timestamp of the traffic 
 

2. Unique ID (uid) for the packet. This identifier is hashed and cannot be read 

by humans. This is done to protect the identity of where the packet originated. 
 

3. Id_origin.h is the origin ip of the packet which has been randomised for data 

privacy reasons. 
 

4. Id_origin.p is the port where the packet originated. 
 

5. Id_dest.h is the destination ip of the packet which has been randomised for data 

privacy reasons. 
 

6. Id_dest.p is the destination port of the packet. 
 

7. Proto is the protocol of the packet. This could be udp, tcp, ftp etc. 
 

8. Service is the type of service requested by the packet. 
 

9. Duration ….. 
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The dataset contained over 10 million rows and 22 columns (as listed above). Each traffic 

was identified and labelled as either benign or malicious by the authors (Garcia et al., 2020). 

Furthermore, the malicious traffic was also broken out into different types of malicious traffic 

such as C&C, DDoS, Horizontal Port Scan, etc. 
 

Upon reading the packet log files, the dataset was processed using the Pandas dataframe in 

python. The pandas dataframe makes it easier to process and analyse the data in preparation 

for modelling. 

 

3.2  Data Processing 

 

When information is gathered and transformed into a readable format, data processing takes 

place. It is crucial that data processing is done appropriately so as not to adversely affect the 

final product, or data output, which is often carried out by analysts (Gjerloev, 2012). The data 

processing steps carried out in this research include steps such as data relabelling and data 

balancing. These steps are further explained below. 

 

3.2.1  Data Relabelling 

 

The original dataset included benign traffic as well as different classes of malicious traffic. 

The data relabelling was performed to rename all the classes of malicious traffic to 

ransomware while the benign traffic was renamed to normalware. The data relabelling was 

done to ensure consistency in the data. The images below show the labelled column before 

and after they were renamed. 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2: Dataset before Relabelling  
 
 
 
 
 
 
 
 

 

Figure 3: Dataset after Relabelling 
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3.2.2  Data Balancing 

 

A dataset is said to be imbalanced if there is a large percentage difference between the 

positive and negative values of the dependent variable – in this instance the distribution 

between the normalware and ransomware traffic. An imbalanced dataset has an adverse effect 

on the performance of any predictive model. In a situation where a model is trained on a 

dataset with significantly higher positive values than negative values, if the model achieves 

high accuracy, when testing or deploying the model, it will more often make predictions 

favouring the value with the higher distribution. Consequently, it is important to balance the 

dataset before proceeding with data modelling, to eliminate this bias in the model. The 

original dataset had a distribution of about 79% to 21% of normalware to ransomware traffic 

with over 8 million normalware traffic and 2 million ransomware traffic. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4: Distribution of Original Dataset before Data Balancing 
 

The data balancing technique implemented in this research involves taking equal random 

samples of both the normalware traffic and the ransomware traffic – with 1 million records 

from each traffic type. Other data balancing techniques such as SMOTE uses oversampling or 

undersampling for smaller datasets. 
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Figure 5: Distribution after Data Balancing 
 

3.3  Data Transformation 

 

This is the method of altering the structure, values, or format of a dataset to retrieve 

information from it or prepare it for modelling. There are different data transformation steps 

such as feature engineering, feature reduction, feature selection etc (Kandel et al., 2011). For 

this research, the following steps were taken to transform the data: 

 

3.3.1  Variance Check 

 

The check for variance in the dataset is a pertinent prerequisite in data modelling. Dataset 

with low variance are shown to result in models with high bias as explained by (Bond, 2002). 

The authors also suggest a threshold of at least 70% variance in datasets to mitigate bias in 

the model. Consequently, this research removed columns which had a variance less than 70%. 

 

3.3.2  Label Encoding 

 

Machine learning typically involves working with datasets that have numerous categories in 

one or more columns. These categories may be written in words or represented by numbers. 

The data is frequently labelled in plain English to make it human readable or intelligible. 
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Label encoding is the process of transforming labels into a numeric form so that they may be 

read by machines. The operation of those labels can then be better determined by machine
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learning techniques (Potdar et al., 2017). All the columns left, after the columns with low 

variances were dropped, were encoded so they would be machine readable. 

 

3.3.3  Feature Correlation 

 

The measure of relationship between 2 or more features/ variables is known as correlation. 

Feature correlation in statistics and modelling is used to identify the relationship between the 

dependent variable and the independent variable(s) (Li et al., 2011). The correlation produces 

an n-by-n matrix showing the relationship between columns, where n is the number of 

columns used in the correlation. Each relationship is graded between -1 and +1, with -1 

representing a strong negative correlation, 0 representing no correlation, and +1 representing 

a strong positive correlation. The correlation matrix for this research produced a 12 by 12 

matrix with values from 0 to 1. Consequently, columns with no correlation to the traffic type 

column were dropped from the dataset. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6: Correlation Plot 
 

3.4 Modelling 

 

This step involves defining, training, and testing the model, as well as using the model to 

make predictions. As discussed in the literature review, some machine learning algorithms 

have been used in ransomware detection. However, this research seeks to compare the 

performance of the random forest classifier and the logistic regression classifier in predicting 

and classifying ransomware. 
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3.4.1  Logistic Regression Classifier 

 

The logistic regression works by calculating the probability of an occurrence. Typically, a 

threshold of 0.5 (50%) is set. The variables are traced against a sigmoid curve (S shaped 

curve on a graph) to determine the probability of occurrence. Whenever the probability is 0.5 

or above, the event is said to occur. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 7: Logistic Regression Classifier 
 
 

 

3.4.2  Random Forest Classifier 

 

This works by creating multiple trees with multiple branches like how the decision tree classifier 

works. Each branch in the tree is called a node, representing the number of possible outcomes in 

each prediction – in this research, there are only 2 possible outcomes, normalware and 

ransomware. Each tree analyses each feature in the dataset to make predictions. The majority 

predicted class is then taken as the final decision for each prediction. 
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Figure 8: Random Forest Classifier 
 
 

 

3.5 Evaluation 

 

To understand the performance and predictive power of a model, it is important to evaluate 

the models using relevant metrics such as accuracy, precision, and recall. Two (2) main 

evaluation reports were used in this research. The classification report containing the 

accuracy, precision and recall of the model for each traffic type. The confusion matrix 

showing the number of actual outcomes versus the number of predicted outcomes for each 

traffic type. Both evaluation reports are discussed in detail in the evaluation section or this 

report. These reports were selected as they are ideal for evaluating the performance of the 

models as they relate to the objective of the research. 
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4 Design Specification 
 

This study compares how well normalware and ransomware traffic is detected and predicted 

using the random forest classifier and the logistic regression classifier. As a result, this 

section goes over the design specifications used during this project. 
 

Figure 9 below shows a visual representation of proposed detection models from the data 

collection stage through to the modelling and evaluation. The 2 experiments conducted 

during this research are the random forest and the logistic regression classifier as stated 

above. The chosen dataset was cleaned, and prepared, with specific features selected to 

improve the performance of the proposed models. The processed dataset set were split into 

70% which was used to train the models and 30% which was used to test the models. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 7: Proposed Design Specification 
 

A detailed explanation of the different steps and sub-steps is explained in the implementation 

and evaluation sections of this report. 
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5 Implementation 

 

5.1 Environment and Packages 

 

One of the most often used programming language in machine learning is Python, which is 

noted for being ideal for dealing with massive data (Raschka, 2015). As a result, Python was 

chosen as the scripting language for this project. All stages of this research were done in 

Jupyter Notebook, which is a web-based integrated development environment (IDE) which 

allows you to write, run and visualise python codes directly from your web browser, and 

saved in a ipynb extension known as a notebook. 
 

Within this environment, python libraries such as pandas and numpy were used for data 

processing, the brothon library was used to read the network log files, seaborn and matplotlib 

were used for data visualisation while libraries under the sklearn package was used for 

modelling and evaluation. 

 

5.2  Data Exploration 

 

As mentioned above, the brothon python library was used to read and load the network file 

into the environment. Over 10 million rows and 22 columns were read from the network file. 

This process, on average, takes around 5-6 minutes each time the script run. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 8: Time Spent Loading Network Files 
 

Consequently, the network files were saved as a csv file for future use. The process of loading 

the network file which was saved to csv only take around 46 seconds to run, thus, making the 

more time efficient option to load the network files. 
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Figure 9: Time Spent Loading Network Files from CSV 
 

The network files were then loaded into a dataframe using the pandas library. The pandas 

dataframe allows for easily readability and manipulation of data. Also using the pandas 

dataframe, other pre-processing steps were taken such as checking the shape of the dataframe 

(the number of rows and columns), checking the distribution of the dataframe (number of 

benign and malicious rows), relabelling the dataframe and balancing the distribution of the 

dataframe. 

 

5.2.1  Data Relabelling 

 

This was done as the objective of the research is only concerned with detecting either 

normalware or ransomware in network traffic. The original dependent variable in the column 

was named “tunnel_parents label detailed-label” but was later renamed to “traffic type” for 

clarity. Additionally, the type of traffic for each row was renamed from “benign” and 

“malicious” to “normalware” and “ransomware” respectively. 

 

5.2.2 Data Balancing 

 

For the data balancing, the number of ransomware and normalware in the dataset. An 

imbalanced dataset has an adverse effect on the performance of any predictive model. It 

causes a bias when making predictions. This was explained in detail in section 3.2.2 of this 

report. A total of 2 million rows were used for training and testing. 1 million rows for 

ransomware and normalware each. 

 

5.3  Feature Selection 

 

With the use of just pertinent data and the elimination of irrelevant data, feature selection is a 

technique for lowering the input variable for your model. It involves automatically selecting 

variables for your machine learning algorithm that are pertinent to the problem you are 

attempting to solve. Feature selection basically involves the streamlining of the dataset to the 
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number of columns relevant for the modelling process. The label encoding and feature 

correlation steps are explained in sections 3.3.2 and 3.3.3 respectively. 
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5.4 Modelling 
 

For the modelling phase of the project, 2 machine learning algorithms were implemented 

including the random forest classifier and the logistic regression classifier. Before the 

modelling commenced, the dependent variable (y) and independent variables (x) were split 

into the training and testing dataset. 70% of the data (1.4 million rows) were used to train the 

model, while the remaining 30% of the data (600 thousand rows) were used to test the 

predictive power of the model. 
 

Evaluation 

 

6.1 Experiment 1: Logistic Regression 

 

The performance of logistic regression model was evaluated using the confusion matrix and 

classification report, detailing the accuracy, precision and recall of the model. 

 

6.1.1  Confusion Matrix 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 10: Confusion Matrix for Logistic Regression Experiment 
 

The above figure shows the confusion matrix for logistic regression. The bottom right and top left 

values can be interpreted as the true positive and true negative values, respectively. While the top 

right and bottom left values are the false positive and false negative values, respectively. The 

confusion matrix also reveals that the model has a higher false positive value that false
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negative value, therefore the model tends to classify more normalware as ransomware than 

the reverse. 

 

 

6.1.2  Classification report 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 11: Classification Report for Logistic Regression Experiment 
 

We can see from the above figure, that the model achieved an accuracy of about 74% with a 

precision of 75% on normalware and 73% on ransomware due to the large number of false 

positives reported in the confusion matrix. 

 

 

6.2 Experiment 2: Random Forest 

 

6.2.1  Confusion Matrix 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12: Confusion Matrix for Random Forest Experiment 
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Figure 14 above shows us the confusion matrix for Random Forest. Like the confusion matrix 

discussed above, the top left, bottom right, top right, and bottom left values are the true 

negative, true positive, false positive and false negative values, respectively. The matrix also 

reveals that random forest model has a lower false positive value compared to the logistic 

regression model. Overall, the model had only 3 misclassifications. 

 

6.2.2  Classification Report 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 13: Classification Report for Random Forest Experiment 
 

The figure above reveals the random forest model achieved a precision of 99.3% on 

normalware and 99.7% on ransomware and for the recall we got 99.7% on normalware and 

99.3% on ransomware. The random forest model outperformed the logistic regression model 

in terms of accuracy, precision, and recall. 
 

7 Conclusion and Future Works 
 

The aim of the research project was to compare the performance of the logistic regression 

classifier against the random forest classifier in predicting normalware and ransomware. During 

the research, 2 models were built using the algorithms mentioned above. The result of the 

research revealed that the random forest model outperformed the logistic regression model, 

achieving an accuracy of 99% against 74% from the logistic regression model. 
 

For future projects, researchers may consider the following: 
 

• The use of deep learning algorithms in ransomware detection. 
 

• The use of alternative feature selection and encoding during data processing. 
 

• Training the model with different types of datasets so that the model can 

predict various types of ransomware and malware in general. 
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