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1 Introduction 
 

This configuration manual discusses the step-by-step procedure used in this project, from 

environment setup through implementation and assessment, to determine if the performance 

of a transformer-based model is enhanced by applying an aspect-based sentiment analysis 

technique to it. This configuration manual contains details regarding the programming 

language used, the system's configuration, and the required libraries. The study's findings, 

many experiments, and the assessment metrics that were applied to each are addressed. 

 

2 Environment Setup 

2.1 System Specification. 

The CloudSim Simulator was utilized to carry out this research. The open-source version, 

CloudSim 3.0.3, is accessible on GitHub. By assigning the desired number of hosts and 

virtual machines to the CloudSim simulator's Random Constant files, we can create our own 

virtual data centre. Since the entire code was written in Java, we utilized the Eclipse IDE to 

run it. The code execution time on the Eclipse IDE is reduced because of faster GPU 

hardware.  

2.2 Simulation Environment & Technical Specification. 

Packages 

 
Figure 1: Packages used in cloudsim.datacenters 

 

• Allocation Policies 

• Datacenter Broker 

• Cloudlets 

• Hosts 

• VMS ( Virtual Machine) 
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• Resources 

• Elitism 

2.3 Data Source. 

To determine the data center's energy consumption, the data in this section refers to the 

number of VMs and Hosts. It is simple to create a virtual data center environment using 

cloudsim, where we may distribute resources, virtual hosts, and virtual machines. In 

CloudSim, the file RandomConstant contains all the parameters that allow us to assign the 

number of hosts and virtual machines. 

 

2.4 Prerequisites. 

• Working or fundamental understanding of Java programming is necessary for users. 

• Integrated Development Environments (IDEs) for Java, such as Eclipse, should be 

able to be used. 

• It is necessary to understand the Java code from the simulation program CloudSim. 

 

2.5 Software Tools Used 

• Eclipse IDE 

• CloudSim 

• Microsoft Excel – Used to visualize and study the results. 

• JDK 17 – Contains Java Libraries to run Java Programs. 

2.6 Hardware Tools Used 

• Operating System: Windows / Linux / Mac. 

• RAM: 8 Gb or more. 

• Processor: Minimum Core i5 or more. 

 

3 Software Installation 
 

Step-by-step implementation process.  

3.1 Java Development Kit Installation 

Download JDK 17 from the below link. 

https://www.oracle.com/ie/java/technologies/downloads/#jdk17-windows 

 

 

 

 

https://www.oracle.com/ie/java/technologies/downloads/#jdk17-windows
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Figure 2: JDK official website 

 

• Install Java JDK 17 on your system 

 
Figure 3: JDK Installation 

 
 

3.2 Eclipse (IDE) Installtion 

• https://www.eclipse.org/downloads/packages/installer 

https://www.eclipse.org/downloads/packages/installer
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Figure 4: Eclipse Downloader 

• Open Eclipse and create/import a new project under the home 

directory 

 
Figure 5: Import CloudSim 
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3.3 Download & Install CloudSim 

We are using CloudSim 3.0.3 from GitHub 

https://github.com/Cloudslab/cloudsim/releases/tag/cloudsim-3.0.3 

 

 
Figure 6: GitHub CloudSim Simulator  

 

• Once the cloudsim is downloaded we can import it to Eclipse IDE 

 

 
Figure 6: Import CloudSim 3.0.3 

 

• Once Cloudsim is imported, import “commons-math3-3.3” library. 
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4 Project Development 
Different project stages along with the results.  

4.1 CloudSim Environment  

 
Figure 7: Run GSO.java to show the results  

4.2 Virtual Datacenter resource allocation algorithm logic in GA.java file.  

 
Figure 8: GA.java contains logical algorithm. 

 

• GA is genetic algorithm used to implement our logical algorithm and defined our 

paraments of datacenter.  
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• GOA Perform the Grasshopper Optimization where we can optimize the tours by 

applying movement on each dimension.  

• The proposed solution utilizes pre-defined packages provided by CloudSim to 

simulate the resource allocation in a data center environment. The program creates 

multiple random solutions, called tours, and then improves them using genetic 

algorithms and operations such as cross overs and mutations. These solutions are then 

modified according to the grasshopper algorithm, including variations in mutation rate 

and implementing the concept of "elitism" (preserving the best solution) to achieve 

the optimal solution. 

 

4.3 Resource allocation.  

 

 
Figure 9: Resource allocation 
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• Random Constants file under power.random can be modified as per the simulation 

requirements where we can assign the number of VM and Host we need to test our 

energy consumption.  

4.4 Simulation Output.  

• We will run the GSO.java to get the optimal results from our proposed algorithm.  

 
Figure 10: Simulation Started 

• Once we define the size of the VM & Hosts and start the simulation process the 

results will be obtain as shown in below section. 
 

 

• Result with proposed algorithm (EEDRA) with Host and VM Size of 50. 

 
Figure 11: Simulation Result 

• As we can see the total energy consumption is around 41.96 kWh. Which is 

expected result for our algorithm.  

 

 

• Result with DVFS algorithm with Host and VM Size of 50. 
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Figure 12: Simulation Result of DVFS 

 

• As we can see the total energy consumption is around 81.77 kWh. Which is much 

higher than our proposed algorithm.  

 

 

5 Conclusion  
Complete setup instructions from beginning to end, as well as the necessary dependencies for 

energy consumption, are illustrated in the configuration manual. To ensure that the energy 

usage is consistent after each cycle, we have additionally tested our algorithms with various 

host and virtual machine sizes. As the demand for cloud datacentres increases, it is crucial to 

maximize resource usage across the long lifespan of the particular data centre along with its 

energy consumption. Making use of dynamic resource allocation we can effectively consume 

energy and contribute towards green cloud computing.   
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