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1 System Configuration 
 

The newly proposed algorithm was implemented on Google Colab cloud environment. The 

following setup was used at the time of execution: 

 

• GPU: Nvidia with 12 GB memory 

• Connected to Python 3  

• RAM: 1.20 GB used from 25.45 GB availability 

• Disk: 22.93 GB used from 166.77 GB 
 

 

2 Libraries  
 

The libraries installed on Google Colab is mentioned in the below table: 

 

Libraries 

Python 3 

TensorFlow 2 

Numpy 

Scipy 

Matplotlib 

 

The libraries are imported as shown in the below figure:  
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3 Datasets  
 

All the training data sets and testing data sets are contained in the folder name data. The 

dataset is generated by using the coordinate descent method mentioned in (Bi et al. 2018) 

when the optimization.py file is executed. This includes the data in .mat format with different 

number of wireless devices which randomly trains and sends the previously trained memory 

to deep neural network in every iteration with different time frame. 

 

 
 

4 Reproducing the algorithm 
 

In this research, the algorithm is evaluated with two different experiments. In one algorithm, 

we have considered that the number of networks is equal to the number of tasks and the other 

has different number of wireless devices having varying weights. The methods to execute of 

these algorithms is explained below: 
 

• To reproduce the algorithm when the parameters are same for K and N, the python 

file DRL_offloading.py should be executed using the command python3 

DRL_offloading.py.  
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The trained model shows the average normalized computation rate as 0.9996 

 

 
 
 

• To reproduce the algorithm when the parameters has varying weights for K and N, the 

python file varying_weights.py should be executed using the command python3 

DRL_offloading.py.  
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The trained model shows the average normalized computation rate with varying weights as 

0.9987. 

 

 
 

5 Plots 
 
Below were the codes used to generate the graphs: 
 

 
 

 
 

• When k = N, the below graphs were generated 
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• For varying weights, the below graphs were generated: 
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