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1 Music recommendation System using ML ops:  
 

1. Implemented Machine Learning to train the datasets for recommending the music to the user. To 

automating the procedure, we have integrated the music recommendation system with the cloud. We 
are use the AWS sage maker, s3 bucket, and lambda in Amazon Web Services (AWS). By putting in 

place the sage maker, we are uploading all the CSV files and the ipynb file in the notebook. After that, 
all the data will be saved in the s3 bucket. 

2. By putting in place the lambda function, whenever new data enters the system, the lambda will 
automatically trigger, and we will be able to get all the logs. With the cloud watch, it will be possible to 

record what kind of data has been uploaded, as well as when it has been uploaded, and access all the 
associated information. 

3. If the newly supplied data from Spotify signifies that it will automatically train the data, then it will 
deploy in the system. We are using the information that was provided by Spotify, which comprises the 

listening habits of various people. We are going to take that data, and then we are going to clean the 
data. During that cleaning procedure, any data that is deemed undesirable will be deleted. Afterwards, 

we will get rid of the data that has a null value. We can circumvent the issue with the system’s cold 
start by putting this into action. 

 
The library packages imported initially to get use of it. The utilised packages are listed below: 
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Download data:  
 
In order to develop a music recommendation system, Spotify dataset is used from Kaggle. The downloaded 

dataset from Kaggle is imported.  

 

 
 
 
The dataset used in this study is named as “Spotify Hit Predictor Dataset”. This dataset is imported by 

using pandas library as a dataframe. 

 

 
 
 

Methodological Approach 
 

Amazon Sage Maker 
A completely managed service for machine learning, Amazon SageMaker may be found on the Amazon 

website. We can swiftly and efficiently develop machine learning models with SageMaker, as well as train 
them, and then instantly deploy them into a production environment. It eliminates the need for us to operate 

servers by providing an integrated Jupyter writing notebook session, which enables quick and simple access to 

your data sources for the purposes of exploration and analysis. SageMaker offers versatile distributed training 

alternatives that may be adapted to your particular workflows. 
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S3 BUCKET 

 

We have been storing everything in Amazon’s S3 bucket, which is a storage solution that is known for its 
scalability, data availability, security, and performance. Amazon S3 allows you to store an unlimited quantity of 

data and access it at any time and from any location you want. The Spotify data has been saved in an S3 bucket 

that we control. Additionally, the lambda function will be automatically called whenever any data is added to 

the system. 

 

LAMBDA FUNCTION 

 

A serverless computing service, AWS Lambda executes your code in response to events and takes care of the 

underlying resource management for you automatically. When the new data file is loaded into the system, this 

will cause an update to be triggered. Code is automatically executed by AWS Lambda in response to a number 

of events, including HTTP requests sent through Amazon API Gateway, changes made to objects stored in 
Amazon Simple Storage Service (Amazon S3) buckets, table updates sent through Amazon DynamoDB, and 

state transitions sent through AWS Step Functions. Lambda manages all of your computing resources and runs 

our code on high-availability infrastructure. 
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CLOUD WATCH 
 
Using cloud watch we can monitor and manage the system data and insights about the data. using this we can 

get the performance and operational data all in a single place. we can also place an alarm when an undefined 
data enters the system. all the process logs can be viewed here like whether the new data has been trained or not 

and the new data is deployed into the ml model or not all the insights can be gathered here. 

 

The log events are the records of the resource being monitored. In this log events, Amazon Web Services 

resource’s changes are described as real time stream. 
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Experimental Setup 
 
An experimental procedure needs to be put in place in order to accurately find the recommendation system. The 

following elements ought to be part of the experimental setup: 

1. Train the Spotify data and test the data. 

2. A collection of test results that can be used to gauge how well the system is working. 
3. A group of measures for gauging the effectiveness of the system 

4. A procedure for recording the test results. 

Schedule 
 
A cluster is a collection of interconnected hosts or computers that collaborate to provide middleware and 

applications. Every computer in a cluster is referred to as a "node." In contrast to grid computers, where each 

node carries out a unique work, computer clusters assign each node the same assignment. Multiple Clusters are 

used in Sage maker for executing the results. 

 
 

Specifications 
The danceability of the song, the energy of the song, the loudness of the song, the speechiness of the song, the 

instrument, the liveness of the instrument, the valence of the instrument, the tempo of the instrument, the 
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duration of the instrument in milliseconds, the sections, by this we can separate all of the songs, and the 

listening patterns of the users, we can suggest according to them. 

 

 
 
 

Conclusion  
The purpose of the research was to develop a better music recommendation model that can automatically train 

itself with fresh data whenever it is added to the system. In order to address the issue of an unevenly distributed 

dataset, the KNN was applied. The findings of the models point to a good performance on the part of the models 

in addressing the problem with the study, and the implementation of this has led to an improvement in the level 

of accuracy. The initial phase of applying models with their default settings is followed by the implementation 

of a KNN model to improve model performance using the mean reciprocal rank approach. This step contributes 
to an improvement in the overall performance of the machine learning models. It is possible to draw the 

conclusion, as a closing point on the research, that the research was successful in achieving its goal by using a 

select number of the models that performed very well and assisted the study in achieving its objectives. 
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