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Abstract 

Data backup and business continuity issues are crucial in networks as the value and 

importance of digital data are constantly increasing. It is vital to frequently backup the 

data but also at the same time, it is also necessary to keep the storage costs in mind. In the 

world of cloud computing, the data backups are handled with the help of policies that are 

provided by the cloud service providers like Azure, AWS. But if we consider unplanned 

backup requests or adhoc backup requests there is a probability of missing these requests 

and causing a disaster to business in the near future. In addition, whenever the data is 

backed up there are chances of similar data being uploaded to storage accounts causing 

risk of increased redundancy, high bandwidth and high storage costs and usage.  This 

report mainly highlights the strategy to deal with such backup requests where the entire 

process of a user triggering the backup from cloud portal is automated with the help of 

automation tools like selenium web driver, scripting language and checking the duplicate 

multimedia files mainly audio files on a server. This research report will thus allow 

organizations to adopt such automotive strategy, saving organizations and users valuable 

time and money. 
 

1 Introduction 
 

Business continuity is crucial since a service disruption can have a negative impact on a 

company's objectives and cause significant losses in revenue, brand reputation, and market 

share. As a result, it is becoming increasingly important to create disaster recovery plans and 

backup data (Suguna and Suhasini, 2015). Regular data backups enable clients to recover their 

data in the event that a server crash or other incident occurs.  According to recent statistics, the 

actual average cost of a data breach occurrence is $4.24 million. (Zhang et al., 2014)  In today’s 

world, many businesses use the cloud as their backup solution because cloud service providers 

store their client’s data on off-site servers in a secured environment. The backups can be 

scheduled with the help of backup policies, which may differ from server’s environment to 

environment. Users do not need to be concerned about their regular backups because, once the 

policy is defined for a specific server, the backup will be initiated at the designated time, 

regardless of any changes to the server's data. Here, there are two possibilities: Firstly, what if 

there are any unscheduled backup requests or unplanned backup requests. Secondly, there are 

chances of duplicate or similar data uploaded to cloud storage which leads to increasing the 

storage redundancy and storage costs.  

Before continuing further, unscheduled, or unplanned backup requests involve the capturing of 

data at a specific time. For instance, whenever a client needs to perform an activity on a certain 

server from their end, they can ask the hosting team to initiate the server's backup from the 

cloud interface. The client's activity can be delayed if the team doesn't receive the mail, which 

might interfere with other scheduled operations. To reduce the storage redundancy and save 

storage costs data deduplication is a technique used to lower storage needs by removing the 

redundant data. Multimedia files, such images, audio, and videos, are well-known for being 
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substantially larger in size and requiring more storage than standard files.  Therefore, it is not 

feasible to have duplicate copies of these multimedia files. Multimedia files can benefit from 

the deduplication approach, which increases storage effectiveness. This report concentrates on 

the effectiveness of audio file storage in the cloud among multimedia files. 

 

The standard procedure used by businesses to handle these ad hoc or unscheduled backup 

requests is entirely manual. It demands work from people. An engineer must trace such client 

emails before going to the cloud site and beginning the backup. Before responding to the 

client's email, it must be observed till it is finished after being triggered. If the backup fails, he 

must troubleshoot, retrigger the backup, watch it until it is finished, and then send an email of 

confirmation to the customer. This requires a lot of human effort, which wastes important 

corporate time. Also, this procedure can be automated which can help the business and 

employees save their valuable time. In addition, whenever the data is being stored on the cloud, 

there is a need to check the uniqueness of data because duplicate data are a major worry if they 

are present in a large volume of data in any type of storage, due to storage issues. A survey 

found that the amount of data in the cloud in 2021 will be between 40 and 50 trillion gigabytes, 

which presents several big data difficulties such as high volume, high velocity, and variety of 

data in the form of text, PDFs, photos, and videos. Numerous clients of various organizations 

export a significant amount of data that is identical. Duplicate data reduce the storage's 

effectiveness. The elimination of redundant data is crucial for cloud storage optimization. The 

only way to deal with this massive data increase is through the detection of duplicate data and 

its localization. Many third-party tools are used in many existing ways for this, but because the 

scalability of data is growing every day, existing tools are inadequate for offering the best 

answer.(Higazy et al., 2013) 

 

The significance of the research is to keep the data on cloud storage in unique state and reduce 

the redundancy of storage and save the storage costs. The technique used for keeping the data 

unique is called data deduplication.  This technique is used to increase the cloud storage 

efficiency. The previous studies were done on the multimedia files like video, text, image so 

the following research is done on audio file. Whenever an audio file will be uploaded to cloud 

storage then its uniqueness will be checked first and then only it will be uploaded to the cloud 

storage. By using this approach, the data will remain unique and there will be more space 

available on disk to store new data. As we know, data is increasing day by day hence this 

technique will be useful for the businesses to save their expenses on storage units.  Also one 

more significance of the research is to save the valuable time of an employee and business by 

automating the unscheduled backup requests. As mentioned in above section, the entire manual 

process of handling such backup requests can be automated which will allow the business to 

invest their time in other valuable activities. 

 

1.1 Research Question 

 
To what extent automation can make enhancement in manual handling of unplanned backup 

requests and keeping the storage units efficient by eliminating duplicate copies of data. 
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1.2 Limitations  
 

The main limitation of the current system is wasting time and money on storage units. The task 

of handling unscheduled backup requests is a repetitive task and can be automated which will 

save valuable time of the organization. Also, when the data is backed up it is important to check 

the uniqueness of data. If the duplicate copies are stacking up in the storage units, then it will 

definitely incur additional costs to the organizations. The current system (Leekha and Shaikh, 

2021)focuses on the files like text files, videos or images but there is no such system for audio 

files where we can the uniqueness in audio files. The proposed system will help to overcome 

this limitation. 

 

The report is divided into 6 sections. Section 1 has introduction to the research topic. Section 

2 is all about related work about the topic. Section 3 and 4 highlights about the methodology 

and design specifications used in this research. Also, justification of used services is discussed 

in this section. Moving forward to section 5 which is about Implementation. How the research 

idea was actually implemented is discussed here. Section 6 is about the evaluations and 

experiments which are performed. Finally section 7 discusses about the conclusion and future 

work. 

 
 

2 Related Work 
 

The following section focuses on the previous work done on the different types of backup 

methods and data deduplication methods. In addition, the limitation of the related work is also 

mentioned in the section.  

When it comes to automatic data backup and restoration, the field of cloud computing adds 

more value to its significance. In order for a business to operate efficiently, it must ensure that 

its data is regularly backed up and that it is kept in an unique state in order to save costs and 

the stress on storage units. The intervals vary depending on how crucial the business is. Data 

backups might be done every day, every week, or every month. This will benefit the company 

in situations where such sensitive data may be highly risky.(Menard, Gatlin and Warkentin, 

2014) With the aid of restore points, the cloud service providers can assist in returning the 

business to normal while preventing further disruption to the customers.  

Organizations need to pay attention to their routine data backup and disaster recovery 

strategy because disasters are occurring more frequently and with greater intensity. While no 

organization can completely prevent disasters, prudent planning can always help to lessen their 

impact. Cloud backup and disaster recovery aid in the continuance of the business in the event 

of a disaster in the world of IT, where the entire organization is dependent on the data. 

(Hamadah, 2019) 

Although data backup is regarded as an essential component of all IT firms worldwide, 

many of them neglect to keep frequent backups. As a result of failing or nonexistent backups, 

many firms suffer data loss. Please take note that the reasons backups fail are covered in the 

next sections. Apricorn, a hardware company, conducted a study in October 2021 that found 

that approximately 60% of IT organizations did not intend to back up their company files and 

that more than 50% of IT organizations had experienced data loss. On the basis of a social 

media platform poll, the study was carried out (IT Pro,2021)Backing up is not a person's 
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obligation, according to Jon Fielding, the managing director of Apricorn's EMEA region. 

Regardless of rank, it should be taken care of by every employee working for a specific 

company. Every person is accountable for their data backup, which minimizes downtime, 

protects finances and reputations, and enables a far faster response to a crisis situation leading 

to full restoration and recovery. (IT Pro,2021) 

2.1 Methods of creating backup in cloud 
 

An innovative notion for file backup is the HS-DRT, which combines a fast encryption 

technology with a successful ultra-widely dispersed data transmission technique. There are 

three components to it: The first three critical functions are the Data Centre, Supervisory 

Server, and components are involved nodes that admin has selected. The client nodes are made 

up of computers, mobile devices, Network Attached Storage, and storage services. They are 

connected to the Data Centre and a supervisory server through a secure network.(Ueno et al., 

2010) The basic operation of the suggested network system is split into two sequences, the first 

of which is backup and the second of which is recovery. When the Data Centre receives the 

data to be backed up, it scrambles, fragments, and duplicates the data to varying degrees in 

order to achieve the required recovery rate in accordance with the established service level. 

The backup sequence is the name of this procedure. The second stage involves the Data Centre 

re-encrypting the fragmentations before distributing them to the client nodes in a random order. 

Additionally, the Data Centre provides the metadata required to successively decode the pieces. 

 

When a service failure is detected, the Cold Backup Service Replacement Strategy (CBSRS) 

recovery process is started; it is not started when the service is available. A transcendental 

recovery technique is used in the Hot Backup Service Replacement Strategy (HBSRS) for 

service composition in dynamic networks. (Sun et al., 2011) It restores the service composition 

dynamically based on availability and the current state of the service composition prior to the 

services interruption. The backup services always remain in the activated states during service 

implementation, and the initial returned results of services are then adopted to guarantee the 

effective execution of service composition. The HBSRS lowered service recovery time when 

compared to the CBSRS. 

However, when original services and backup services are run concurrently, the recovery cost 

rises correspondingly. 

 

Technique mainly focuses on the router failure situation and significant cost savings (SBBR). 

The most crucial element it provides the network management system via multi-layer 

signalling is IP logical connectivity, which endures even after a router failure. However, there 

are certain discrepancies between logical and physical setups that could cause some 

performance issues when it comes to the cost reduction notion. Additionally, it demonstrates 

in(Palkopoulou, Schupke and Bauschert, 2011) how service-imposed maximum outage 

requirements directly influence the SBRR architecture's setup but it cannot combine the 

optimization principle with cost cutting. 

 

Since cloud computing is still in its infancy, there is a lack of standardization and a desire to 

precisely define its essential components. The term "cloud computing" refers to a model for 

providing ubiquitous, practical, on-demand network access to a pool of configurable 

computing resources (such as networks, servers, storage, applications, and services) that can 

be quickly provisioned and released with little management work or service provider 

interaction. This definition was recently provided by NIST in a special publication 800-145 

(Mell and Grance,). A cloud service should have the ability for on-demand self-service, which 
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enables a user to unilaterally provision computing resources like server time and network 

storage as needed automatically without requiring human interaction with each service 

provider. This is one of the key characteristics outlined by NIST. 

2.2 Data Deduplication techniques 
 

The problem of big data, involving variety, velocity, veracity, and volume, is brought on by 

the collection of data from many devices. Deduplication, or equivalent data detection and 

removal, is a resource-appropriate and cost-effective approach.  

 

The method proposed by (Zhang et al., 2014)which includes detection of reuse of text at semantic 

level for continuous word embedding. 

(Higazy et al., 2013)has discussed various deduplication techniques for Arabic languages in which 

quality and complexity measures were highlighted. (Elmagarmid, Ipeirotis and Verykios, 

2007)explored ways to increase the effectiveness and scalability of these algorithms as well as 

deduplication approaches and similarity measures used to identify similar terms. The author 

(JACK E) suggests a novel strategy called data profiling to improve the accuracy in huge 

datasets. (Cohen and Richman, 2002)combined web databases and discovered similarities 

between the linguistic names given to items across several datasets. 

Nearly every location where data is stored or delivered in cloud storage can use data 

deduplication (Halevi et al., 2011)Numerous cloud service providers offer disaster recovery 

(Javaraiah, 2011), and deduplication can be utilized to speed up replication time and reduce 

bandwidth costs by replicating data after deduplication. Data deduplication can also be used 

for backup and archive storage in the cloud to lessen physical capacity and network traffic 

(YOU, POLLACK AND LONG, 2005)(Tan et al., 2010) 

Deduplication can be used to store active data, like virtual machine pictures, in less space. How 

to strike a balance between performance impact and storage space savings are important 

considerations when employing deduplication in main storage (Wang et al., 2012) Deduplication 

techniques, according to Mandagere, et al. represent the efficiency of deduplicated storage in 

terms of fold factor, reconstruction bandwidth, metadata overhead, and resource consumption. 

Data in cloud storage is dynamic by nature (Wang et al., 2012) (Yang and Jia, 2013)For instance, 

the way that data is used in the cloud varies over time; some data chunks might be commonly 

read at one point in time but not at another. While some datasets may need a high amount of 

redundancy due to dependability requirements, others may be routinely accessed or modified 

by several users concurrently. Support for this dynamic feature in cloud storage is therefore 

essential. However, the majority of current techniques are static in nature, which restricts their 

full applicability to the dynamic nature of data in cloud storage.  

Data deduplication technology, sometimes referred to as clever compression, single-instance 

storage, data reduction, and capacity optimized storage, is used to lessen the storage strain. 

(Geer, 2008)This deduplication technique compares and identifies data pieces using hashing. 

Comparing just a portion of the dataset is quicker and less effective than hashing, also known 

as fingerprinting. It employs the SHA-1 algorithm to build the hash value, which produces a 

20-byte hash value to compare to the data already there. Logical pointers are made of the 

duplicate data if the comparison is false; otherwise, it assumes the data is unique and stores it 

by adding the hash information to the system. 

The principal type of data deduplication is the topic of this research. (Ahmed El-Shim,2012), 

SHA-1 and the Rabin fingerprint are used to accomplish this. The file is divided into pieces of 

varying sizes using the Rabin fingerprint algorithm, and the chunked files are hashed using 

SHA-1. This system is solely designed to work with Windows operating systems. In this 

research (Ahmed El-Shim,)a private data deduplication protocol-based deduplication 
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technique for private data storage is developed and defined. In the simulation-based approach, 

the proposed private data deduplication protocol is demonstrably secure under the assumption 

that the underlying hash function is collision-resistant. 
 
 
 
 

3 Research Methodology 
 

The methodology for the research is described in this section. The research question mainly 

focuses on automation in cloud infrastructure. Scripting is a best possible option to automate 

the repetitive tasks in cloud environment. This research is regarding automating the backup 

requests in Azure cloud and finding the duplicate files on a sever. Python scripting is used in 

this research along with Selenium. When it comes to testing your scripts then Selenium is best 

possible option to test out the cases.  

In addition, when there is a need to perform automation in cloud environment especially Azure 

cloud then Azure Logic Apps is the best option. It allows the users to design their workflows 

according to their needs. Moreover, Azure Logic Apps has an advantage of easy integration 

with other Azure services like Azure Functions. Azure Functions is an important component 

in this research. Basically, azure function is a trigger-based service. It can run a script based on 

variety of events without worrying or managing the infrastructure. But considering our 

research, Selenium is an important component and default azure functions do not support the 

selenium libraries. Therefore, a docker image has been created which consists of all the 

required selenium libraries and pushed to Azure Container Registry. And finally, an Azure 

function is created with the help of this docker image. Now the azure function can be used for 

Selenium python-based scripts. Following figure shows the general idea of this. 

 

 
 

Figure: Architecture diagram for Backup Automation 

 

For finding duplicate files from server python script is used along with hashing concept. Its 

very important to know unique hash values of each files and then compare it with each other. 

This will find the duplicate files on the server depending on the content of file. The script is 

scheduled on a server with the help of Windows Task Scheduler as this service is a free service 

for all windows users and best available option when there is a need to perform the automation 

on a server level. 
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3.1 Why Azure? 

The cloud platform which is selected in this research is Microsoft Azure. The straightforward 

answer to this is Azure is more popular than other public cloud providers. It has many services 

and advantages that encourages the organizations to opt for Azure cloud. 

In addition, more individuals may relate to cloud services/technologies through Azure, which 

offers a wider market reach. Azure is the undisputed winner in terms of working standards, 

principles, and even best-practices. When discussing Azure technologies in comparison to 

those of other cloud providers, a larger audience can be reached. 

 

4 Design Specification 
 

The design specifications of this research is discussed in the following section. The process 

workflow and the overview of tools and technologies used is also discussed in the below 

sections. 

 This study contributes to the automation of handling unscheduled backups and finding 

the duplicate records, files to save valuable time and storage cost of organizations The manual 

handling of backup requests is a repetitive task that consumes human effort. This task could be 

difficult to carry out every day if we perform it manually. Therefore, there are several 

techniques to search for automation. For automation process Azure logic app, Azure Functions 

are used to create a process flow.  Python scripting language is used to automate the backup 

process and detect the duplicate records, files. Figure 1 shows a general picture of components 

in the Azure Logic App. 

 

 
 

Figure: Overview of Azure Logic Apps 

 
In this research, the trigger has been generated when an email comes in outlook application. In 

the next stage, the condition is mentioned of having an attachment in the mail body. If the 

condition is true, then the python script of triggering the backup is triggered. 
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4.1 Approach: 

The approach followed in the research which directly affects the question is the use of ‘Azure 

Logic Apps’, which is feasible to the research description and the use case for the research. 

This methodology enables the user to automate your workflows with little to no code. With the 

help of this methodology, the tasks which occur on a repetitive basis in an organization can be 

automated by monitoring and integrating other services. With the help of a visual designer 

provided by the Azure Logic Apps service, the user can create their logical workflow according 

to their use cases. The workflows can vary from each other use cases. Considering the 

popularity of cloud computing services and their increasing demands in the IT sector, public 

cloud providers and third-party service providers have their alternatives to this service. 

• Azure Logic Apps - On the cloud platform Azure Logic Apps, automated workflows 

may be built and executed with little to no coding. You can easily create a workflow that 

controls and combines your apps, data, services, and systems by utilizing the visual designer 

and prebuilt operations. (Logic App Service – IPaaS | Microsoft Azure,) 

• Amazon Step Functions - In order to build distributed applications, automate 

procedures, orchestrate microservices, and build data and machine learning (ML) pipelines, 

developers can use AWS Step Functions, a visual workflow service.(Serverless Workflow 

Orchestration) 

• Google Cloud Composer – The user can author, plan, and monitor pipelines that span 

hybrid and multi-cloud environments with the aid of Cloud Composer, a fully managed 

workflow orchestration solution based on Apache Airflow. The most recent version of Cloud 

Composer features autoscaling, which offers workflows with bursty execution patterns cost 

effectiveness and increased stability. (Cloud Composer |  Google Cloud,) 

• Microsoft Power Automate – This tool is also used for creating automated workflows 

between various apps and services. The main weakness of power automate is security reasons. 

The malicious actors can create malicious workflows which are customized with the help of 

Power Automate Capabilities. (Power Automate: Vectra AI,) 

 

It is visually clear that all the services mentioned above can get the research job done. In the 

below section, it has been discussed that which service is best to get the job done and why it 

has been selected in this research methodology. 

 

4.2 Why Azure Logic Apps:  
 

The selection of best possible service by comparing among all the available services in market 

is very important.  

Regarding the selection of service, the Azure Logic Apps is the best possible option for this 

research. Not only because Microsoft Azure is leading cloud service providers but also it allows 

integration of various services with each other. The major advantage of using Azure Logic App 

is because it can easily integrate with Azure Functions. The user can simply call their Azure 

Functions in their automated workflows and continue their task. 

In this research report, the major advantage of using Azure Logic App is enormous and best 

possible to any other alternative. The basic and first requirement of Azure Logic App is to have 

a trigger point in the workflow and then the mentioned actions will be performed. The research 

initial phase is to monitor the incoming mails which is a trigger point for which Azure Logic 

Apps is the best option. Also, as the workflow moves forward the Azure Functions can be 

easily integrated in the workflow. This will help the script to trigger and perform the required 

task. In addition, Azure Log Apps can have multiple triggers as well. 
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The method selected for the research is best possible option to get the output but there are some 

limitations of Azure Logic Apps which have been experienced by some users. (Top Azure Logic 

Apps Likes & Dislikes 2022)According to some users they faced an issue of automation delay and 

some irrelevant output is displayed which will make the job fail misguiding the process 

designer. Also, some users complained about the inconsistency in code execution. The same 

code sometimes take 10-12 seconds for execution and sometimes it will take only milliseconds 

to execute. 

 

 

4.3 Advantages:  
 

The organizations can get benefit of this research methodology in reducing the manual efforts 

which are required to handle the unscheduled backup requests in Azure. Also, this methodology 

can be used by the users to know about the duplicate data present in the server. The users will 

get to know how many duplicate files are present in the server. This will allow the organization 

to save their storage costs and can use the storage units to store only unique values. 

 

 

5 Implementation 
 

The implementation part is not only restricted to running a python script or PowerShell script, 

but it is also important to setup an environment considering the limitations of Microsoft Azure. 

The configuration module which is associated with this report gives a clear idea regarding the 

implementation part. The main motivation behind this research to automate the process of 

handling unscheduled backup requests and finding the duplicate files which are present on the 

server. For handling unscheduled backup requests following are the core steps: 

 

1. Creating an Azure Logic App 

2. Preparing a script using selenium 

3. Creating an Azure Function that contains the prepared in the above step. 

4. Calling the Azure function in Azure Logic App. 

5. Sending an automated mail after backup is triggered. 

 

Considering the above steps, it seems to be very easy and straightforward. But there are some 

limitations of Azure Functions. The default Azure functions do not have the required 

dependencies that Selenium requires. And Selenium is important part of this research. So, to 

overcome this a Docker image has been created and deployed as Azure Function with Selenium 

libraries. In brief, A docker image is created using Docker desktop, which will contain all the 

libraries required for Selenium. The Docker image is then pushed to Azure Container Registry. 

And finally, an Azure Function is created and the docker image is deployed from Azure 

Container Registry. 

 

For finding duplicate files in a server, there are many software’s in the market which will give 

the required results. But many of the third-party tools are either commercial or they are not 

suitable for automatic scenarios. The files should not be compared just based on their names 

because they could have different names yet the same content. It is preferable to obtain the 

hashes of every file and look for duplicates among them. In this research, the script is created 
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which will look for duplicate audio files in a specified path. A package called “Tkinter” is used. 

This package is used for creating Graphical User interfaces. The script is scheduled at a 

specified time with the help of Task Scheduler. At that specified time, the script will run 

automatically, and it will pop up and window asking for the folder in which the duplicate values 

need to be checked. Once the folder is selected then the script will calculate the hash values of 

each files, files which are there in sub-folders and suggest which files have multiple copies. 

Once the duplicate files are known, an automated mail will be sent to the user suggesting 

deleting the required files. 

 

 

6 Evaluation 
 
In any cloud environment if the work is related to writing scripts and performing automations 
of daily repetitive tasks then it is always reliable to test the scripts and check if there are any 
obstacles in user experience. In the below section three experiments which are performed are 
discussed briefly. 

6.1 Experiment 1  

 

The first experiment is to use the script for automatically triggering the server (Virtual 

Machine) backup operation from the Azure portal. This trigger would happen when a mail is 

received in the Microsoft Outlook application for a server backup request. The script is written 

in Python with the help of Selenium Web drivers because it is the best available option for 

testing your scripts. Eventually, when the mail is received in Outlook Application, then it would 

start the workflow which we have mentioned in Azure Logic Apps. So, receiving mail in the 

outlook application is working as a trigger for Azure logic Apps. Figures 2 and 3 below 

highlights the successful working of the script. Also, it can be seen in the top left side where it 

says, “Chrome is being controlled by automated software” which means the script is working 

and there is no intervention or any manual effort. Finally, once the backup is triggered then an 

automatic mail is triggered to the user saying backup is successfully triggered. So eventually 

the entire process which was previously done with entire manual efforts has been automated 

including sending a mail confirmation to the user. 
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Figure 2:Working version of script  

 
 

Figure 3: Automated backup triggering 
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Figure 4: Sending an automated confirmation mail 

 
After the backup is triggered automatically, then an automated mail is sent to the user as shown 

in above figure.  

 

 

6.2 Experiment 2 
 

The second experiment was to find duplicate audio files on the server. It is necessary to back 

up the data and not miss any backup requests but at the same time is also necessary to the keep 

the data copies unique. In cloud environments and organizations that use cloud platforms works 

in a team that sits worldwide. It’s very obvious that multiple users are logged in to a server to 

carry out their daily tasks. There is a possibility of users storing same copy of files increasing 

burden on storage units and eventually rising the organization’s budget in storage units. Also, 

there are many third-party tools available in market but scripting is the best possible option 

where we can automate this tasks frequently. In this experiment, the script is prepared in python 

and tkinter package is used. This package is used to create graphical user interfaces in python. 

The servers drive can have complex folder-files combinations like a main folder can have files 

and subfolders and the subfolders can have multiple files or folders. With the help of script, it 

is easy to calculate hash values of each files within fraction of time. So even if same copy of 

file is present in a main folder and subfolder, it can be found out and notify to the user with an 

email. For this experiment, .wav audio files are used as they are uncompressed audio files. In 

addition, we have created a simple folder-file structure where there is one main folder 

containing multiple audio files and different types of files. When the script is executed, it 

calculates the hash value of each file and then returns the name of duplicate files. In this 

experiment we have main folder called ‘Duplicates’ and in this folder, we have multiple 

files.When the script is executed, it will calculate the hash values of each file and return the 

name of files which are duplicate.  

 

In figure 5, we can see the folder structure as mentioned in above paragraph.   

 



13 
 

 

 
 

Figure 5 : Folder-file structure 
 
In figure 6, we can see the hash values calculated for each file in the folder ‘Duplicate’. There 

are 5 files: 1 word file and 4 audio files in which sample3.wav is a duplicate one. We can see 

the script has detected the duplicate file and suggested to delete it. 

 

 
 

Figure 6: Script calculating unique hash values 

6.3 Experiment 3 
 

In this experiment, we have changed the folder-file structure and made it bit complex because 

in many cloud environment scenarios servers are being used by many users and every user can 

have different folder-file structure. In below experiment, we have a main folder ‘Duplicates’ 

and in this we have 2 subfolders (Subfolders 1 and Subfolders 2) and files. The subfolders are 

also having files in it. Please refer to figure 7. When the script is executed, we can see in below 

figure 8 that script has calculated 5 hash values. They are compared with all the hash values of 

files present in main folder ‘Duplicates’ and suggested to delete the duplicate ones. The script 

also suggests the destination folder in which the duplicate file is present making it easier to 

delete or track the file. 
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Figure 7: Complex level folder-file structure  

 

 
 

Figure 8: Script calculating unique hash values 

 

6.4 Discussion 
 

1. Experiment 1 made it very clear that VM backup can be triggered automatically from 

the portal with the help of python selenium script. Also, the automated mail is sent once 

the backup is successfully triggered. In addition, the condition which we have 

mentioned in Azure Logic Apps is working fine. The condition is whenever mail of 
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backup requests is received in outlook application then the designed workflow would 

be performed. In below figure 9,10 we can see that whenever a mail is received in 

outlook then the Azure Logic App is automatically triggered which makes the script to 

run.  

 
 

Figure 9: Initial mail from user acting as a trigger  

 

 
Figure 10 – Logic Apps workflow 

 

2. In experiment 2 and 3 we have performed data deduplication on audio files with the 

help of python script. We have scheduled that script with the help of Windows Task 

Scheduler at a particular time. In the first trial we have kept the folder-file structure in 

a very simple manner where there is only one mail folder which consists of multiple 

audio files, word files etc. So, when the script is run it calculates the hash values for all 

the files present in folder. But the scenario is no longer same when it comes to servers 

as multiple users are using it from different locations across the globe. The folder-file 

structure can be very complex sometimes and becomes difficult to track the duplicate 
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files and delete them. Scripting is a best possible option to automate this task. We have 

used hashing concept in this approach. We have taken content of each file and pass that 

content through a hash function as shown in figure 11. This hash function will generate 

a unique string of hash values. Each file will have a unique string generated by the hash 

function. The length of unique string is always a fixed length that is 32 characters 

because we have used MD5 hash function. The length of string will be always 32 

characters long irrespective of the file size. The unique hash values are compared with 

each other and if there is any duplicate value then its corresponding file is duplicate file 

and it can be deleted.  

 

 
 

Figure 11 – Hash function  
 

6.4.1 Improvements: 

There is always space for improvement. Average practices are fast losing relevance in today's 

competitive environment. In this research, improvement is a need in case of multiple server’s 

backup request. How can the script be modified if there is a backup request for multiple servers. 

Also, if there are any user suggested inputs like retention period. Finally trying to execute the 

technique one after another which means the backup will be automatically triggered for 

requested servers and when backup is completed then the deduplication script can fetch the 

duplicate files from the same servers and then send an email confirming about the backup 

trigger and number of duplicate files present. Finally trying to execute the technique one after 

another which means the backup will be automatically triggered for requested servers and when 

backup is completed then the deduplication script can fetch the duplicate files from the same 

servers and then send an email confirming about the backup trigger and number of duplicate 

files present.  

Finally trying to execute the technique one after another which means the backup will be 

automatically triggered for requested servers and when backup is completed, then the 

deduplication script can fetch the duplicate files from the same servers and then send an email 

confirming about the backup trigger and number of duplicate files present. 
 

 

 

7 Conclusion and Future Work 
 

This research has proposed how to automatically handle the backup triggers in a cloud 

environment and find the duplicate audio files on a server using scripting and hashing function. 

In addition, organizations can save valuable time and invest time in some productive tasks. The 

deduplication technique would always be efficient for finding the duplicate audio files on a 

regular basis. In a cloud environment, most of the cost is incurred in storage units hence it is 

always vital to keep the data in a unique state. The proposed method can help organizations to 

save their annual budgets from a  storage cost perspective.  
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The future work will be to reduce the possibility of backup failure in the cloud. For 

example, the backup is often failed in the cloud and most of the time, the reason behind the 

failure is an unstable state of VSS writers. The VSS services should always be in a stable state 

when the backup is being triggered. A future script in which it will first restart the services on 

the server level and then trigger the backup from thee portal. Restarting the service does not 

affect the server performance. Automating this entire process would save precious time for 

engineers and the cost of the organization and help automate similar tasks in a cloud 

environment.  
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