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1 Introduction 
 

The research paper introduces a secure serverless containerized architecture as a way to 

lessen the infrastructure management burden placed on web applications. The research 

project setup and testing would be made easier with the help of this configuration manual. It 

gives a thorough explanation of the required installations, steps, and prerequisites. The 

organization of this document is as follows. The requirements for system configuration are 

described in Section 2. Sections 3 to 6 explain how to code and configure the application, and 

Section 7 shows how to test the completed program. 

 

2 Prerequisite Installation for Development Environment  
 

a. Download and install Visual code studio editor in a local machine12. 

b. Create Azure account 3. 

c. Create GitHub account and repository4. 

d. Create an account in Docker Hub5. 

 

3 Connect Azure with local VS code editor. 
          Setup of Azure account extension done using official Azure document 6. 

 

4 Create File system and push to GitHub. 
The file structure had been created in local with VS Code and activated virtual 

environment 7. For baseline the blank file system had been moved to the Git repository 

as shown with following commands:   
                                                           

 
 
1 https://visualstudio.microsoft.com/vs/  
2 https://learn.microsoft.com/en-us/visualstudio/install/install-visual-studio?view=vs-2022 
3 https://portal.azure.com/  
4 https://github.com/  
5 https://docs.docker.com/desktop/get-started/  
6 https://learn.microsoft.com/en-us/azure-stack/user/azure-stack-dev-start-vscode-azure?view=azs-2206#set-up-the-azure-account-extension  
7 https://code.visualstudio.com/docs/python/environments  

https://visualstudio.microsoft.com/vs/
https://learn.microsoft.com/en-us/visualstudio/install/install-visual-studio?view=vs-2022
https://portal.azure.com/
https://github.com/
https://docs.docker.com/desktop/get-started/
https://learn.microsoft.com/en-us/azure-stack/user/azure-stack-dev-start-vscode-azure?view=azs-2206#set-up-the-azure-account-extension
https://code.visualstudio.com/docs/python/environments
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git clone <repository link from github> 

git branch 

git checkout <branch name> 

git checkout Master 

git pull <branch name> 

git pull Master 

git status 

git add <file name> 

git commit -m "Message" 

git push origin <branch name> 

git push origin Master 

git tag -a latest 51db77f or git tag -a latest 

git push origin latest 

git push origin * 

git tag -d <tag name> 

 

Figure 1a 
 
 

  git checkout Master   
git add *   

git status 

git commit -m "Azure Blob listener and 

file movement"                                                                                                                                   

git push origin Master 

 

Figure 1b 
 
 
 

 
 

Figure 1c 
 

The GitHub repository is at https://github.com/ALI21139474/rp1  

4.1 Code Editor and Code Repository 

 Virtual Studio Code had been installed in Windows OS to run and edit python code 

and docker files smoothly during development, testing deployment of the code and 

containers.  

 
 

https://github.com/ALI21139474/rp1
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5 Docker image and repository 
 

5.1 Using VS Code Editor, a python function has been written with checkblob and 

moveblob library which will detect file in Azure blob storage and move from one 

source folder to another target folder. Figure 2a represents the code snippet.  

 
Figure 2a 

5.2 Created docker container using VScode CLI8.  Bellow set of commands are used to 

build, tag, and run docker images. Figure 2b shows the commands to build and run the 

docker image. Figure 2c is the content of dockerfile. 

 
docker build --tag ali21139474/python-docker-rp1 . 

docker tag ali21139474/python-docker-rp1 ali21139474/python-

docker-rp1:v1.0.0 

docker tag ali21139474/python-docker-rp1 ali21139474/python-

docker-rp1:v3.0.0 

docker image push --all-tags ali21139474/python-docker-rp1 

docker run ali21139474/python-docker-rp1:latest 

Figure 2a 
 

 
 

Figure 2b 

 
 
8 https://docs.docker.com/engine/reference/commandline/create/ 

https://docs.docker.com/engine/reference/commandline/create/


4 
 

 

5.3 Implemented docker scan for vulnerability scan before docker build, shown in Figure 3. 

 
Figure 3 

5.4 Docker image has been created and pushed to docker registry, as shown in Figure 4 and 

Figure 5. 

 

 
Figure 4 

 
Figure 5 
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5.5 Docker file has been modified to create a non-root user while running the docker 

container, Figure 6 shows the code snippet.   

       

FROM docker.io/library/python:3.8-slim-

buster 

WORKDIR /rp1 

COPY requirements.txt requirements.txt 

RUN pip install --upgrade pip 

RUN pip install -r requirements.txt 

RUN groupadd -r DEV 

RUN useradd -r -g DEV DEV 

USER DEV 

 

COPY . . 

CMD [ "python", "-m", "BlobListener"] 

Figure 6 
 

6 Azure Environment Setup: 

6.2  Created a student Azure account and created a new resource group and selected 

appropriate region as per Azure guidelines9  for this study. Local VS code editor has 

been linked to Azure account using Azure student account credentials.  

6.3 Azure blob storage created for storing produced input and output files. A standard 

Locally Redundant Storage in Norway East region had been produced under a newly 

created region.  

6.4 Azure Function has been created which will detect placement of file as an event (Figure 

7). 

 

 
 

Figure 7 
 

 
 
9 https://azure.microsoft.com/en-us/explore/global-infrastructure/geographies/  

https://azure.microsoft.com/en-us/explore/global-infrastructure/geographies/
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6.5 Azure Container Instance has been created as shown in Azure Figure 8. 

 

 
Figure 8 

 
 
 
 

6.6 Azure log monitoring enabled using Azure portal (Figure 9a). 

 

 
 

Figure 9a 
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Figure 9b: Detailed Azure Log when event detected 

 

6.7 Using Azure portal Role-based-access-control blob storage has been secured (Figure 

10a & 10b). 

  
 

 
 

Figure 10a 
 

 
 

Figure 10b 
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7 Running Application 
 

7.1 Once deployed start the container instance and Azure function in Azure portal as shown 

in Figure 11 and Figure 12, respectively. 

 

 
 

Figure 11 
 

 
 

Figure 12 
 
 

7.2 Now authorized blob file upload would automatically trigger the event driven 

serverless file processing and the processed file would land to target blob storage. 


