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1 Introduction

This document aims to inform about the procedures required in putting the research
project ”A Machine Learning Framework to Predict Depression, Anxiety, and Stress”
into practice. The configuration handbook outlines the precise steps taken to complete
the research in detail. The study aims to ascertain whether machine learning techniques
can reliably forecast mental diseases like depression, anxiety, and stress. We used three
machine learning methods to detect DAS and compared their effectiveness. The con-
figuration manual’s organizational structure, which details the project’s implementation
phases, is given below:

• Section:2: System requirements: The system configuration tools and technologies
used in the research will be described in this part.

• Section:3: Data acquisition: This part will discuss how and where we gathered the
data for this research.

• Section:4: Data Preprocessing :This section will cover the implementation of several
machine learning models, including data preparation and transformation.

• Section:5: Implementation:The steps taken to implement the machine learning al-
gorithm will be covered in this section.

• Section:6: Conclusion:This section will cover the Configuration Manual’s conclu-
sion.

2 System requirements

The figure:1 illustrates the specific system setup that was used in the study.

Figure 1: System configuration

Python programming language has been used for the research’s implementation, with
Jupyter Notebook as the IDE. The following are the packages and libraries employed in
the study: Python, Jupyter Notebook, Pandas, Numpy, Seaborn, Scikitlearn, Tensorflow,
Keras, re,matplotlib.
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3 Data acquisition

The steps taken to collect the research’s data will be covered in this part. Our study uses
data from an online poll created by the author (Lovibond Lovibond, 1995). Data was
collected from online surveys between 2017 and 2019. DASS42 consists of 42 questions
in total. The data came from the outcomes of an online survey. The dataset consists
of 39,775 records and 172 features, including 84 variables related to the time it took
to complete each question, the location of the item in the survey, and 42 columns for
survey questions. Ten personality questions were included, as well as 16 columns for
the word checklist and 3 for introelapse, testelapse, and surveyelapse. There are 17
additional columns for attributes, including those for race, education, orientation, nation,
age, gender, and religion etc.Fig:2 shows dataset feature names.

Figure 2: Dataset feature names

4 Data Preprocessing

In this section, we’ll go over the pre-processing data for the study step by step.

4.1 Data Preparation

The data(fig:3), was collected from the online open-psychometrics data repository 1 and
stored in local system.

1DataSource:http://openpsychometrics.org/_rawdata/
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Figure 3: DAS Dataset

4.2 Transformation of Data

This part will go over how the primary data were transformed and how the Depression,
Anxiety, and Stress dataset was extracted. Figure:4, Two Features contain unwanted
punctuations, so we removed the punctuations with the help of ’re’ package as shown in
the figure.

Figure 4: Removing punctuations

Figure:5,’major’ columns contains void values so replaced it with ’No Degree’.

Figure 5: Replacing ’ ’ with ’No Degree’
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Later we removed position and time features of the questionnaire(Fig:6).

Figure 6: Dropped time and position features

We renamed ten personality questions and also the major degrees of the participants(Fig:7).

Figure 7: Renamed ten personality questions

From the primary dataset(Fig:8), we extracted our Depression, Anxiety and Stress
Datasets.

Figure 8: DAS dataset creation
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Next we created three Four news features: Age groups, Total count, Condition, Sever-
ity. Total count is created by the total row wise sum of questionnaire features(Fig:9).

Figure 9: Condition Feature.

Next we checked the correlation heatmap for each dataset (Fig:10).

Figure 10: Depression : Correlation

Before the model creation, we scaled our dataset with MinMaxScaler and then applied
PCA to the data(Fig:11), we find the number of components through the plot.

Figure 11: PCA

5



5 Implementation

The research is conducted with three machine learning algorithms, and we applied each
algorithm to all three datasets. The Algorithms we implemented for our project are
Random Forest, GaussianNB and Neural networks. For each dataset, we consider two
cases, Case 1 with five severity levels and case 2 with a binary outcome.

5.1 Random Forest

On all three datasets, the Random Forest machine learning technique was used. The
picture depicts the Random forest for Depression dataset’s implementation(fig:12) and
confusion matrix(fig:13).

Figure 12: Random Forest Implementation

Figure 13: Random Forest : Confusion Matrix for Depression Dataset
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5.2 Gaussian Naive Bayes

The machine learning method GaussianNB was applied to the three datasets. The fig-
ure depicts the GaussianNB for Stress dataset’s implementation(fig:14) and confusion
matrix(fig:15).

Figure 14: Gaussian Naive Bayes Implementation

Figure 15: GaussianNB : Confusion Matrix for Stress Dataset
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5.3 Neural Networks

On all three datasets, the neural networks machine learning technique was used. Fig-
ure displays the neural networks for anxiety implementation(fig:16) and confusion mat-
rix(fig:17).

Figure 16: Neural Networks Implementation

Figure 17: Neural Networks: Confusion Matrix for Anxiety Dataset

6 Conclusion

In conclusion, the data in this report shows how the research was applied fully and meth-
odically. The report is divided into sections, each of which is thoroughly and methodically
discussed.
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