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  Configuration Manual 
 

1. Introduction 
 

The following configuration manual illustrates the requirements for implementing the system which 

was designed for detecting the fake product reviews by using the Deep Learning models and NLP 

(Natural Language Processing) techniques. Further, the manual will thoroughly explain the software 

and hardware requirements that were used for the successful implementation of the project. 

2. System Configuration 
 

Following are the hardware and software configuration which were used for the implementation of this 

Project.  

The hardware configurations used for implementation are as follows: 

 

2.1. Hardware Requirement 
 

Hardware Configurations 

System Lenovo Z580 Idea pad 

Operating System Windows 10 (64 Bits) Pro 

RAM 4 GB 

Hard Disk 1 TB 

Graphics Card NVIDIA RTX 2060 (6 GB) 

Processor Intel Core i5-3230M 

 

Table 1: Hardware requirement 

 

Figure 1: Operating System Configurations 

 

 

 

2.2. Software Requirement 
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The software configurations used for implementation are as follows: 

 

Software Version 

Python 3.8 (64 Bits) 

Google Colab Community 2021.2 (64 Bits) 
 

Table 2: Software Requirements 

 

 

Figure 2: Jupyter notebook and Google Colab integration 

 

Figure 3: Loading the jupyter notebook in Google Colab 

3. Project Implementation 

3.1. Data summary 
The list below depicts the data column summary and the data column description of the dataset which 

is scrapped from the online shopping website called Flipkart. 

 

1. product_id: This data attribute describes the product identification number (ID) 

2. product_title: This data attribute describes the product title displayed on the flipkart website  

3. rating: This data attributes describes the rating of the product out of 5 

4. summary: This data attributes is the summarization and description for the product. 

5. Review: This data attribute consists of the review regarding the product 

6. Location: This data attribute describes the location of the user or the reviewer 

7. Date: This data attribute is the date of the review posted on the website 

8. Upvotes: This attribute consists of the upvote (Positive) attribution of the product 

9. Downvotes: This attribute consists of the downvote (Negative) attribution of the product 
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3.2. Data Preparation 
 

 

Figure 4: HTML component scrapping from the website's webpage 

The figure above depicts the HTML component scrapping from the online shopping web page of 

Flipkart. 

 

Figure 5: Review analysis table format 

The figure above depicts the review analysis in the form of table format using the pretty table library of 

Python 3.8. 

 

Figure 6: Loading the main dataset into the data frame 

The figure above depicts the loading of the main dataset which is scrapped from the online shopping 

website called Flipkart into the data frame foe further analysis. 
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Figure 7: Unique data attributes analysis 

The figure above depicts the Unique data attributes analysis from the main data frame. 

 

3.3. Data Pre-processing 
 

 

Figure 8: Data Scrapping from the Flipkart website for product review purposes 

The figure above depicts the data scrapping from the Flipkart webpage for the product reviews purposes. 
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Figure 9: Reviews Extraction for product 1 

 

Figure 10: Review data frame for product 1 

 

Figure 11: Reviews Extraction for product 2 
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Figure 12: Review data frame for product 2 

 

Figure 13: Reviews Extraction for product 3 

 

Figure 14: Review data frame for product 3 

The figures above depicts the review of the data frame for product 1, 2 and 3 respectively along with 

reviews extraction code snippet. 
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Figure 15: Data Column analysis 

The figure above depicts the data columns of the dataset namely, product ID, product title, rating, 

summary, review, location, date, upvotes and downvotes. 

4. Model Building 
 

 

Figure 16:Research  Methodology diagram 

The figure above represents the research workflow that is followed for the research analysis completion.  

The workflow consists of scrapping the data in the form of product reviews from the online shopping 

website called Flipkart.  

The reviews are scrapped using the beautiful soup API using the python language.  

The reviews are gathered and collected in the comma separated file (CSV). Sentences, words and 

characters are reviewed from the dataset.  
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Data features are extracted in the form of bags of words and data feature selection is carried out using 

the opinion lexicon analysis.  

The score function is defined to compare and score the sentiment of the product reviews provided by 

the product users. Product reviews ratings are analyzed with the application of feature selection 

techniques. Finally, the reviews are classified using the machine learning classifiers which include 

supervised learning approach, regression approach and the deep learning approach using the neural 

network. 

 

Figure 17: Model training with Logistic regression algorithm 

 

Figure 18: Model training with Decision tree algorithm 
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Figure 19: Model training with Neural network layers 

4.1. Comparative Analysis 
 

MODELS 

 

ACCURACY VALUE 

LOGISTIC REGRESSION 

MODEL 

 

0.71 

DECISION TREE MODEL 

 

0.70 

NEURAL NETWORK 

MODEL 

 

0.97 

 

 

From our work we have come to the conclusion that finding spam ideas in large amounts of unstructured 

data has become an important research problem. Although, some of the algorithms used in the spam 

analysis of ideas give good results, but still no algorithm can solve all the challenges and difficulties 

faced by today's generation. It is very important to consider specific quality standards such as 

usefulness, helpfulness and usability while analyzing each review. In literature research there are many 

complex explanations that describe the analysis of emotions in relation to various aspects. Our app that 

will help the user to pay for the right product without getting into any scams. Our work performed the 

analysis and map the genuine review to genuine product. 

And the user can be sure about the product availability through the review prediction process. In the 

future we will try to improve the way we calculate sentimental feedback score. We will also try to 

update our data dictionary containing the sentiment words. We can try to add more words to our 

dictionary and revise the weights given to those words in order to get the most accurate counting points 

for updates. Sentimental analysis or opinion can be applied to any new classifier that follow the rules 

of data mining. Guide to future research is system utilization and performance evaluation using the 
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proposed method for various measurement data sets. The main purpose of our work is to create a system 

that will receive spam and unwanted updates and filter them so that the user can understand the product 

information. The aim of our project is to improve customer satisfaction and make online shopping more 

reliable. The project will detect the fake reviews by incorporating mining algorithms like logistic 

regression classifier, Decision tree classifier and neural network classifier. 

 

4.2. Error Analysis 
 

Error analysis helps to isolate, verify and confirm erroneous ML estimates, thereby helping to 

understand the high and low performance of the model.  The neural network gave the accuracy score of 

97% but it varies in subgroup of the data so the model performance changes if the input conditions are 

varied leading to the failure of the overall model performance. 
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