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Abstract 
Fake review detection can help us determine if a product review is real or false. Different methods can be used 

to achieve this, but we will focus on getting the result using machine learning methods. Our approach focuses on 

the content of the user review text. People who write fake reviews often choose topics or words to impress 

online customers, so their choice of words will be different from others. This word selection can be used to 

distinguish between false and false reviews. If these updates are received correctly, fake updates can be 

automatically removed once detected, which helps to provide only factual information and more specifically to 

companies and markets to customers. 

The aim of the research is to develop an online technology system to detect and eliminate fake reviews with the 

aim of protecting the interests of customers, products, and e-commerce portals. The Flipkart Review dataset is 
analyzed with the help of Natural Language Processing, Supervised Learning Model and Deep Learning Model. 

Data was collected from a single shopping website (Flipkart) to identify counterfeit product reviews. 

 

1 Introduction 

1.1. Background Scope 

As the world changes with the advent of technology the opportunities for consumers to buy goods online are 

also increasing. The growing trend of online shopping has forced many people to read reviews before returning 

to buy a product online and return their opinion. Companies are increasingly affected as online shopping has a 

huge impact on the growing economy. Therefore, the chances of spam views are increasing these days as many 

customers rely on online updates. The effect of such information on the organization and its customers is to 
encourage people to improve or reduce productivity. Positive reviews have had a significant impact on the 

reputation and reputation of companies. However, negative perceptions can cause significant social and 

economic harm. A company hires people to write positive reviews or negative reviews from competitors about 

their products. 

The invention of these illegal updates has become an important issue to provide relevant and useful information. 

Native language learning is concerned with how computers can help humans understand language, text, and 

speech. It can be used to understand things practically. False updates can be detected through natural language 

analysis using a variety of machine learning methods. This review helps to capture details and patterns from the 

content of the text. Data helps to compare various updates and detect fraud. Users who write false reviews 

choose different words or patterns to impress others. This can be used as a way to get illegal and false updates. 

So far three types of false reviews have been identified, 

1) False comments 
2) Various product reviews 

3) Non-updated containing various advertisements and links. 

False reviews are very embarrassing because they undermine the integrity of the online review system. It's hard 

to tell the difference between false and true reviews when it comes to personal reading, so it's very difficult to 

find these spam reviews. Consumer reviews play an important role in understanding the specific market 

situation of products and companies. 

Decision systems solve rapidly changing and sophisticated problems and find solutions. Existing electronic 

teaching methods can be divided into supervised and indirect methods. Second, they can be divided into three 

categories based on their characteristics: character, language, or a combination of the two. 

1.2. Motivation 

As the consumption of online products increases rapidly, the competition in the market is increasing day by day. 

Business executives can market their products to outsiders by promoting and discrediting other competing 
products or hiring them to post and deliver illegal judgments about products. Therefore, different methods and 

techniques are required to protect the authenticity of online products and ideas. 

The financial evaluation of the status, views and reviews of various products can be very costly for any one 

company based on those reviews. If the review is true and true, the results will appear and be correct, but the 

situation will come back if we meditate on the other side. False reviews can lead to huge corporate losses, 

resulting in better and better products being sold, costing the developing company a lot of money. 
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1.3. Research Questions  

Research questions describe the essence of the research project. Research questions can help in conducting 

detailed studies for counterfeit product review analysis. Machine learning techniques are used for predictive 

analysis and research project studies. 

1) What is the rationale behind choosing a behavioral approach rather than a textual analysis approach? 

2) What is the feature selection technique for the suggested approach? 

1.4. Research Objective 

Human decision making is one of the most complicated aspects in business operations. The current research 

emphasizes on the use of machine learning algorithms to predict the human decision-making approach and 

purchase decisions. The research focuses on the behavioral concept, over the textual approach, which allows the 
business organizations to detect the behaviors of the consumers, through the identification of the contents of the 

posts, views and reviews shared.  

The technology helps in studying the way, how human beings exhibit a particular behavior, concerning the 

purchase of a specific product or service. The use of machine behavior allows the technical expert to research 

and evaluate on how the machines acquire or develop a specific individual or collective behavior (Singh and 

Tucker, 2017). It can be manifested in terms of developing a comprehensive focus, which centers on the concept 

of identifying the results, pertaining to the adaptability of the current business organization (Choudhury and 

Nur, 2019). In the present business environment, it is evident that the use of a hybrid approach is generally used 

to anticipate the human decision-making process.  

In the given research, the focus is on identifying the falseness and truth of the reviews and posts, shared by the 

consumers, which ultimately lead to their decision-making process, along with influencing the users and others, 

who view the reviews (Mullainathan and Spiess, 2017). Hence, the use of the hybrid approach to Behaviour-
Based Machine-Learning framework helps in recognizing the psychological features are essential for the 

representation of the data, reflecting upon the psychological properties underlying the competition baseline 

framework.  

1.5. Structure of report 

 

 

Figure 1: Report Structure 

(Source: Self-created) 

 

2. Related work 

2.1. Introduction  

This chapter of the research paper evaluates the different sources of information that is derived from the existing 

database, in regards to the selected subject of using Machine Learning for the reviewing fake detection system. 

Considering the growing significance of big data in today’s business environment, it has become important to 

develop infrastructures and frameworks, which are integrated in form and ensures a closer and secured detection 

of data set privacy and security. The chapter identifies the fundamental points, which revolve round the subject, 

establishing the conceptual framework, by developing a relationship between the selected variables.  

2.2. Significance of Machine Learning in current business operations 

The contemporary business environment is characterized by exponential strategies to depend on technology, 

followed by adjusting with the external and internal factors that set the trend for the business operations. The 
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changes in the business operations tend to represent the growing significance of data science technology and use 

of big data to carry on with the business operations (Cavalcante et al.2019). Therefore, dealing with big data 

and addressing the issues of data breach is an integral part of current business operations.  

Considering these changes in the current business environment, the use of machine learning is fundamental, at 
present. The use of machine learning facilitates effective data security and management and ensures that the 

processes of dealing with data challenges, can be conveniently dealt with the use of the machine learning 

technology (Leo et al.2019). It is evident from the present business environment that the growing importance of 

data science, has led to the identification of emphasizing and dealing with functions that help in harnessing the 

business operations and catalyzes the use of Big Data, Machine Learning and Artificial Intelligence, with each 

having its own respective focus and expertise of operation (Brunton et al.2020).  

The use of machine learning out of all these technologies help in acknowledging this technology to enable 

business organizations to effectively gain insights from raw data. With the recognition of the machine learning 

algorithms, it needs to be stated that these algorithms can be used to iteratively learn from a given data set, 

understand patterns, behaviors, etc., all with little to no programming (Dogru and Keskin, 2020). These 

iterative processes, contribute towards development of a process, which is constantly evolving and developing, 

in respect to allowing the business organizations to ensure that they are always up to date with business and 

consumer needs (Kraus et al.2020). plus, it’s easier than ever to build or integrate ML into existing business 

processes since all the major cloud providers offer ML platforms.  

Hence, it is obvious that the use of machine learning cannot be denied from the current business environment, at 
any given point of time. The use of this method helps in developing a greater adaptability, with greater business 

resilience and enable more consumption of the accurate and more appropriate form of using analytics and 

predictions in regard to the views and opinions of the concerned client (Dou et al.2020). The use of machine 

learning algorithms, help in developing a more resilient and adaptable business framework, to the concerned 

business environment, followed by improvising the business operations and gaining a greater understanding 

about the current consumer preferences and the business operations (Kaissis et al.2020).  

The use of machine learning is mostly in combination with the artificial intelligence and facilitates the 

development of a competent analytical process, leading to the identification of a more resilient framework. The 

machine learning services, like Amazon Sage Maker and Azure Machine Learning, has enabled users to utilize 

the power of cloud computing and integrate the same process, with the algorithms of machine learning, leading 

to the recognition of the needs of the business system (Dargan et al.2020).  

The uses of machine learning algorithms in the current business operations is significant in terms of effective 

administering and managing big data, enabling the business organizations to understand the leading influencing 

factors and ensure that the processes are competent to deal with the difficult business environment (Yavanoglu 
and Aydos, 2017). Some of the key benefits of using the machine learning algorithm are shared below: 

2.2.1. Facilitating User Behaviour analysis  

The use of machine learning is extensively used in understanding the behaviour of the users and target audiences 

of the application. For instance, while running businesses, it is important to understand the attributes of the 

stakeholders, who are directly and indirectly associated with the business operations (Suthaharan, 2016). 

Hence, while running businesses, the companies tend to collect larger amounts of consumer information and 

running and managing this data, through machine learning algorithms, allows the business organizations to 

predict consumer purchasing habits, market trends, popular products, helping the business organizations to take 

the decisions, which are accurate and appropriate for the running of the business, in the most effective manner 

(Shang and You, 2019).  

The use of this technology helps in streamlining the ordering according to market and consumer demand and 

even understands the logistical and operational processes (Boutaba et al.2018). It also helps in analysing the 

browser habits, through the automatic inclusion of the user data, followed by predicting the user experience and 
offers the targeted suggestions.  

 

2.2.2. Fosters improved business automation  

The business automation can be enhanced through the use of machine learning algorithms. The use of machine 

learning algorithms helps in evolving the business resources and operations and can be used in understanding 

the data, which is associated with the business operations (Yang et al.2015). This mechanism of machine 

learning framework enables in interpreting the current manufacturing models and recognizes all the deficiencies 

and gaps in the process (Raschka, 2015). Thus, it can be stated that the use of machine learning operates, 

beyond the conventional industrial operations and can improve the operational efficiency and predicting and 

deciphering the different data sets, associated with the operations.  
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2.2.3. Helps in recognizing cognitive responses and services  

Machine learning also helps in recognizing and improving cognitive responses and services. This process is 

powered by the mechanisms of image recognition, followed by enabling the business organizations to develop a 

more secured environment and convenient authentication. With the help of the Natural Language Processing 

(NLP), the use of machine learning algorithm facilitates recognition of the different sets of clients and target 

audiences (Hasan et al.2019).  

2.3. Importance of recognizing fake detection system 

It is obvious that the current business environment is undergoing multiple changes, which are considerably 
affected and influenced by external and internal factors. It is one of the growing trends in the field of artificial 

intelligence, wherein it facilitates the recognition of deeper learning scenarios and allows the machines to 

acquire and read the data from the previous cases scenarios (Wang et al.2019). This allows the software 

professionals and technical experts to recognize the gaps in the process of technical learning and development, 

by using the data for future prediction and evaluation.  

This identified variable in the current literature review, acknowledges the identification and review of fake 

detection systems, along with removing any possibility of fake reviews, especially in online reviews (Dey et 

al.2018). The introduction chapter establishes the fact that the growth in the e-commerce sector and extensive 

usage of online platforms and applications, for conducting almost every possible business operation, including 

online shopping has raised the risks of data breach and infringement of online operations (Reyes-Menendez 

et al.2019). This growing trend in the online shopping field had made people engage in sending reviews on 

particular services along with sharing their views, through these reviews.  

However, critics find that in a considerable number of cases, these reviews are mal-manufactured, or essentially 

forged to show that the number of shares or likes that are shared on the particular product or service are fake and 

forged (Zhou et al.2020). This impacts the operations of the specific business organization in a significant way, 

so much so that it also develops the possibilities of recognizing spam messages and reviews in this regard. Just 

as positive reviews have a positive impact on the organization, negative reviews, also have a negative impact on 

the organization’s operations (Paschen, 2019).  

Hence, the discoveries of these illegal issues have become an important issue for providing relevant and useful 

information. Therefore, the need to detect the inaccurate updates and reviews on a particular product and 

service, is significantly important, as it helps in segregating between the accurate and original one, with the 

inaccurate and fake one (Gao et al.2019). Hence, this is done through the use of machine learning and the 

importance of doing such a detection is necessary to ensure that the company, which is producing and delivering 

the particular product or service to the target market does not develop any forged review from the audience 

(Molina et al.2021).  

It is often seen that most of the online shoppers engage in sharing and posting reviews for any particular product 

or service, before participating in the actual purchase decision and process. This is where fake posts tend to have 

a strong impact on the minds of these buyers. Hence, it is important to detect these fake reviews and posts, so 

that the business organization does not get fluked from the fake reviews and come up with original views and 

opinions from the buyers and can engage in the right decision-making process, accordingly (Kaur et al.2020).  

Hence, the primary aim is to ensure that the views shared on the online portal are genuine and does not have any 

fraudulent activity, engaged with it. The use of the machine learning technique for the current research would be 

based on using the sentiment analysis framework, wherein the unfair and forged reviews shall be detected, 

through the supervised learning process (Ruchansky et al.2017). The new system labelled as the Fraud 

Review Discovery shall be created to ensure that the technical team is able to detect the fake reviews and self-

promoted views, and process the removal of the same.  

The use of the sentiment classification technique within the machine learning algorithm of the Fraud Review 
Detection shall competently establish the need to detect fake reviews, for better business operations and ensure 

an accurate assessment of the views of the target audience, so that the decisions, to be considered by the 

organizations, depending on these reviews shall be appropriate (Martínez-Martínez et al.2017).  

2.4. The selection of the behavioural approach along with the textual approach 

Sinha et al. 2018 have explained that it is important for the customers to decide to buy any products and the 

behavioural approach of the customers is included. The customers have read the reviews that are provided by 

the other customers and the declarative memory of the customers. Cognitive behaviour is important as it helps in 

understanding whether the product that is sold is fake or fraudulent. These are included within the monetary 
gain; online reviews of the websites have become important areas where the spams and take products can be 

sold. Therefore, the authors have included that the customers have to judge the fairness of the product through 

proper judgment and proper constructive feedback had to be taken properly. Danish et al. 2019 have included 

that fake review detection can be done with proper considerable attendance. Therefore, the companies have 

started incorporating Yelp's algorithm to look into the detection of fake products and this helps in the 



5 
 

 

understanding of the filtered reviews that help in the manifestation of the product quantification, the algorithm 

helps in the understanding of review of the hosting sites. The algorithm helps in the development of the 

elimination of fake reviews and provides comprehensive coverage of the products included. The reviews are 

done with the behavioural approach that includes two kinds of phenomenology. First, supervised and 

unmonitored learning is introduced within the machine and then the linguistics and behavioural characteristics 

are shown according to the requirements. It is seen that the supervised learning scarcity of the machine has 

helped in the review of the products by 70% accuracy. The internet has helped in understanding the behavioural 

context of machine learning that has helped in understanding the quantity and online reviews that helped in 

reviews and comments in a more convenient manner. 

 

 

Figure 2: Understanding the false positive rate by Yelp's algorithm 

(Source: Anon, (2021). Fake Product Review Detection using Machine Learning) 

2.5. Significance of feature selection technique for the suggested approach 

According to the concepts that are developed by Best et al, 2020 have shown that feature selection of the 

product reviews is to be done with the understanding of the behaviour and logistic approaches of the customers. 

Machine learning has helped in understanding artificial intelligence and deep learning scenarios to understand 
future prediction and analysis. The objective of the detection is to remove fake reviews from the internet. The 

selection of the features includes the integrity of the products, easy-to-find reviews, and providing illustrations 

of purchase decisions that are included towards the products. The algorithm of selection features is hidden by all 

the companies so when the product reviews are disclosed to the internet and view of protecting the interest of 

the customers and e-commerce portals. It is shown that Sentiment analysis has helped in providing supervised 

learning techniques that provide the understanding of the e-commerce portals. Yelp algorithm removes the fake 

product review by understanding the features of language and similar datasets that are made into the regressive 

analysis. Three different algorithms had and are included within linear regression algorithm, logical regression 

algorithm, and neural networks such as CNN and RNN networks that help in providing filtered supervised 

optimal accuracy rate of determination of the game reviews of the product. It is shown by the authors that 

supervised machine learning helps in understanding the features of the products and this is implied by the input 

systems of the algorithm and the sighting is favoured through the understanding if they integrate machine 
learning through neural connections. The review of the similarities of the dataset are considered and placed 

against the negative reviews and this is where the filtered and unfiltered data is shown. The supervised dataset is 

distinguished between the fair and unfair positive and negative reviews. This is done through the methods of 

collaborative filtering, removing the obstacles that help in understanding the optimal accuracy rate and review 

of the data sets. 

Wahyuni and Djunaidy, 2016, have explained the core focus of the algorithm that helps in the understanding of 

the features that are differentiated. The features such as integrity products and collaborative filtering. The 

algorithm distinguishes the purchase decision and helps in providing the identification of the fake reviews. The 

feature engineering that is included in the length of the review, number of sentences, the average length of the 

reviewer, percentage of numerals, percentage of the capitalized words, and percentage of the positive and 

negative positions that are put in the words of the review. Deep learning will help in the understanding of these 
features. Each of the words review are learned with a deep simulation process and this helps in providing the 

governance that is required within the structural clarity of the words and the sentences  

Wang et al, 2015 has explained that lexical features are fed to machine learning, and the artificial intelligence 

then functions according to the feed that is produced within the functionality of the algorithm. The algorithms 

are based on predictive analytics and this has helped in understanding the lexical attributes and the help in 

providing the content and style differentiation between the reviews. The spam detection methods are used that 

have been illustrated with the progressive understanding and the machine learning that lead to the understanding 

of the functionality but the sentences are made according to the features will help in providing the manifestation. 
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When the product reviews are disclosed to the internet and view of protecting the interest of the customers and 

e-commerce portals with proper manifestation that has been understood with the proper formulation of the 

features. It is shown that Sentiment analysis has helped in providing supervised learning techniques that provide 

the understanding of the e-commerce portals with proper manifestations of anagrams and semantic 

inconsistency. The authors have helped in the understanding of the supervised and unmonitored learning is 

introduced within the machine and then the linguistics and behavioural scarcity of the machine has helped in the 

review of the products by 70% accuracy. 

2.6. Benefits of Fraud Review Discovery Summary  

The research proposes the development of a Fraud Review Discovery system, which is powered by the use of 

the machine learning algorithm and shall allow the technical experts to administer and manage datasets and 

ensure removal of fake reviews on the online shopping web portals and e-commerce sites (Sharif et al.2019). 

This new proposed format shall help in determining the fact, whether the product or service review is true or has 

a false statement. The approach, for developing this new system of fake review detection and fraud review 

detection shall focus on obtaining results using Mechanical Learning Methods.  

The primary focus of the approach is to emphasize on the aspects of the understanding and reviewing the 

content of the posts and views, shared by the users, in the form of the statement that are shared on the particular 

product or service (Yin et al.2017). By reviewing the statement reviews of the users, the Fraud Review 

Discovery system shall help in segregating the fake reviews, with the original reviews, by interpreting and 

understanding the choice of works and structure of changes. The use of the Neutral networks, including the 

CNN and RNN models would help in determining the focus and significance of running the Fraud Review 

Discovery system (Zhou et al.2015).  

The Neutral networks, including the CNN and RNN models refer to the models that are used, within the 

framework of a resiliently developed convolutional neutral and systemized network, wherein a group of deep 

learning methods and networks shall be applied to analyze the visual imagery (Liu et al.2020). The use of the 

Neutral networks, including the CNN and RNN models is characterized by the fundamentals of the identifying 
the neutralized forms, in regards to identifying the neutral connection between the artificial neutral networks, 

followed by the recognition of the nodes that are developed based on the frameworks of accessing a directed 

graph , along the temporal issue (Kowsari et al.2017).  

The CNN models are the types of neural network model which allows us to extract higher representations for 

the image content, followed by the recognition of the key differences between the two networks and accessing 

its neutrality (Li et al.2018). The major difference between the CNN and RNN networks, identify the ability to 
process the system of flowing the temporal information, allowing the transmission of data, in between the 

networks and understanding the data, found in the sentences, which help in understanding the sequences 

(Zulqarnain et al.2020). The series of sentence structures along with understanding the sequences of the words 

and arrangements of the views and reviews are detected.  

With the use of the CNN and RNN features, and a neutralized networking approach, the technical experts are 

able to recognize the features, along with detecting the fake and true reviews, by using filters, which are also 

known as Kernels (Qin et al.2020). The approach that is used by the standardized aspects, of running a machine 

learning framework contributes to the identification of the true and fake words, wherein the filters work 

automatically and randomly (Paolanti et al.2018).  

 

Figure 3: A filter, used in the CNN and RNN neutral network that helps in identifying the fake and true statements 

and reviews 

(Source: Qin et al.2020) 

By using the filters, it needs to be stated that the proposed method shall use the filters, in such a way so that the 

CNN network is able to identify the handwritten digits, by recognizing the characteristics, which includes the 

assessment of  the enlarged version of a 28 x 28 pixel image, considering the MNIST dataset (Du et al.2017). 

The use of the CNN dataset helps in recognizing he ways and filters that shall be used to transform the data, by 
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conducting a sentimental classification, which identifies the difference between the true and fake reviews (Peng 

et al.2018).  

 

Figure 4: Image and letter detection before its conversion into pixel values 

(Source: Du et al.2017) 

 

Figure 5: Image and letter detection, after its conversion to pixel values 

(Source: Du et al.2017) 

Hence, from the above image, it is evident that the use of machine learning, powered by the application of the 
CNN and RNN neutralized network, the use of filters plays an instrumental role in differentiating the fake and 

original reviews from the consumers on the online platform.  

 

2.7 Literature Gap 

An online product review of the shopping experience on social media encouraged the user to provide feedback. 

Today, many e-commerce sites allow a customer to write a review or comment on a product they purchased 

from that site. Customer reviews can build a good brand name or make a product famous. For this reason, in one 

product a customer reviews about a product have been submitted by an entity of the people themselves to act in 

order to provide a false review and one can degrade the product by giving a false negative review about the 

product. In this work, we will propose a framework for obtaining fake product reviews or spam reviews through 

Opinion Mining. The opinion mine is also known as Sentimental Analysis. In analyzing Sentiment, we try to get 

the customer’s opinion on a piece of text. 

We first take a review and evaluate whether the review is positive or negative or neutral using sensitive analysis. 
We use a spam dictionary to identify spam words in updates. In Text Mining we will use the Logistic regression, 

Decision tree classifier and the Neural network and compare their effect to what is most accurate and on the 

basis of these behaviors we obtain certain results 

2.8 Summary  

The chapter fundamentally introduces the significance of machine learning in today’s business environment, 

along with justifying the use of Machine learning, as an effective tool in detecting fake reviews from online 

shoppers and facilitating a fair and accurate business operation. The model suggested for the development of the 

Fraud Review Discovery is the use of Neutral networks, including the CNN and RNN models. The chapter also 

studies the selection of the behavioral approach of detecting fake reviews, over the textual approach. Finally, the 

chapter discovers the benefits of the Fraud Review Discovery system, by explaining the approach, which is used 

to study the content of the consumer review text and the selection of the word choice. 
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3. Research Methodology 

 

Figure 6: Research workflow Diagram 

(Source: Self-created) 

The figure above represents the research workflow that is followed for the research analysis completion. The 

workflow consists of scrapping the data in the form of product reviews from the online shopping website called 

Flipkart. The reviews are scrapped using the beautiful soup API using the python language. The reviews are 

gathered and collected in the comma separated file (CSV). Sentences, words and characters are reviewed from 

the dataset. Data features are extracted in the form of bags of words and data feature selection is carried out 

using the opinion lexicon analysis. The score function is defined to compare and score the sentiment of the 

product reviews provided by the product users. Product reviews ratings are analyzed with the application of 

feature selection techniques. Finally, the reviews are classified using the machine learning classifiers which 

include supervised learning approach, regression approach and the deep learning approach using the neural 

network 

3.1. Data Summary 

1. product_id: This data attribute describes the product identification number (ID) 

2. product_title: This data attribute describes the product title displayed on the flipkart website  

3. rating: This data attributes describes the rating of the product out of 5 

4. summary: This data attributes is the summarization and description for the product. 

5. Review: This data attribute consists of the review regarding the product 

6. Location: This data attribute describes the location of the user or the reviewer 

7. Date: This data attribute is the date of the review posted on the website 

8. Upvotes: This attribute consists of the upvote (Positive) attribution of the product 

9. Downvotes: This attribute consists of the downvote (Negative) attribution of the product 
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3.1.1. Data Pre-processing 

 

Figure 7: Data Scrapping from the Flipkart website for product review purposes 

(Source: Python code) 

The figure depicts the data scrapping using the beautiful soup module API in python 3.8. The data is collected in 

the form of the product review from the web page of the online shopping site called Flipkart. 

 

 

 

Figure 8: Reviews Extraction for product 1 

(Source: Python code) 

 

Figure 9: Review data frame for product 1 

(Source: Python code) 
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Figure 10: Reviews Extraction for product 2 

(Source: Python code) 

 

Figure 11: Review data frame for product 2 

(Source: Python code) 

 

Figure 12: Reviews Extraction for product 3 

(Source: Python code) 
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Figure 13: Review data frame for product 3 

(Source: Python code) 

 

Figure 14: HTML component scrapping from the website's webpage 

(Source: Python code) 

 

Figure 15: Review analysis table format 

Source: Python code) 

 

Figure 16: Loading the main dataset into the data frame 

(Source: Python code) 

The figure depicts the final data set which is loaded into the data frame called df for further moel training, 

testing and evaluation. 
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Figure 17: Data Column analysis 

(Source: Python code) 

The above figure depicts the column of the data frame which consists of the column names namely product ID, 

product title, rating, summary, review, location, date, upvotes and downvotes. 

 
(Source: Python code) 

 

Figure 18: Unique data attributes analysis 

(Source: Python code) 

 

Figure 19: Null value analysis 

(Source: Python code) 
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Figure 20: Word Vectorization for the reviews 

(Source: Python code) 

 

Figure 21: Character Vectorization for the reviews 

(Source: Python code) 

 

Figure 22: Data Splitting into train and test data subset 

(Source: Python code) 

3.1.2. Feature Selection and Extraction 

The feature extraction and selection process help in training the machine learning classifier using the Bag-

of-words model as the base model. Further the results from this classifier will be utilized to predict the 

result using the testing data. 

 

 

Figure 23: Product ratings analysis 

(Source: Python code) 

 

Figure 24: Word cloud for the product reviews 

(Source: Python code) 
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We have studied the previous work conducted related to this topic and tried to analyze the thesis, the process of 

detecting spam, identifying a drawback in existing methods, preparing strategies and a solution for continuity or 

expansion in order to achieve detailed research analysis. 
 

 

Figure 25: Analysing the popular location of the review sources 

(Source: Python code) 

In this step, we combine the data from the data sets of multiple review sources into a single data frame. 
 

 

Figure 26: Analysing the product summary 

(Source: Python code) 

 

Figure 27: Analysing the popular product title 

(Source: Python code) 

The process of breaking a string of text into phrases, words, symbols, or other logical elements called tokens. 
The purpose of tokenization is to test words in a sentence. Tokenization relies heavily on simple heuristics to 

classify tokens by following a few steps: 

A. Tokens or words separated by a white space, punctuation marks or punctuation marks. 

B. White spacing or punctuation marks may or may not be included depending on the need. 

C. All the letters within the composite letter unit are part of the token. Tokens can be made of all alphabet 

letters, alphanumeric letters or only numeric letters. Tokens themselves can be separators. For example, in 

multiple programming languages, identifiers can be set up and mathematical operators without white spaces. 

Although it seems that this will appear as a single word or symbol, grammar actually takes the mathematical 

operator (token) as a separator, so most tokens are grouped together, which can still be separated by a 

mathematical operator. 
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Figure 28: Analysing the genuine product reviews 

(Source: Python code) 

Common words will not help digging text mines such as prefixes, articles, and nouns can be considered default 

names. As all text texts refer to these words that are not required in the use of text mines. All of these words are 

deleted. 
 

 

Figure 29: Analysing the product review dates 

(Source: Python code) 

 

Figure 30: Correlation matrix for the numerical data attributes 

(Source: Python code) 

The Bag-of-word model is one of the simplest base models used in NLP. It makes a unigram model of text by 

keeping track of the number of occurrences of each word. This can later be used as a feature for Text Separators. 

In this word bag model, you only take individual words account and give each word a specific account of the 

account. We make a list of different words in the text corpus called vocabulary. After that, we can represent 

each sentence or document as a vector for each word represented as 1 at present and 0 for the absence of 

vocabulary. Another presentation could be counting the number of times each word appears in the text. 
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Figure 31: Analysing the product ID 

(Source: Python code) 

(Source: Python code) 
In this step, we use a variety of advance processing techniques to capture missing, noisy and inconsistent data. 

There are a number of pre-processing techniques such as erasing the folds of a folding dam, making word 

tokens, use of bag-of-word model, stop word elimination. 
 

 

Figure 32: Analysing the popular product ID 

                                                            (Source: Python code) 

 

Common words will not help mining text mines such as prefixes, articles, and nouns can be considered default 
names. As all text texts refer to these words that are not required in the use of text mines. All of these words are 

eliminated after the data pre-processing. 

 

4. Design Specification and Implementation 

4.1. Model Evaluation 

4.1.1. Logistic Regression 

Since this is a classification problem, the use of logistic regression looks like a good start. Since the number of 

features at this time (over 4000) is very large the use of standard regularisation technique called LASSO to 

assist in selecting features for the workflow is necessary.  The use of LASSO regularisation function aids in 

logistic regression model building is lesser training time. After the detailed analysis of the results obtained from 

the model summary it was observed that the model emphasised more on the verification purchase of each review 

for the product review prediction. One of the biggest disadvantages of using a regressive model for the 
prediction and classification task is that this model cannot be used with text mining techniques which would be 

better suited for the feature selection from the dataset which is in text format. 
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Figure 33: Model training with Logistic regression algorithm 

(Source: Python code) 

4.1.2. Decision Trees 

Decision tree is one of the supervised machine learning method, best suited for the classification purposes. This 

model yields better results with text-based features in classifying the product reviews. This advantage of using 

the decision tree over other supervised machine learning algorithms like random forest models is that it prevents 

the model from overfitting. With proper model parameter selection and model tuning accuracy score similar to 
logistic regression is achieved. The decision tree model can be considered to be superior to the previously used 

model because it yielded higher model performance along with capturing the underlying relationship with the 

text from the review dataset.  

 

Figure 34: Model training with Decision tree algorithm 

(Source: Python code) 

4.1.3. Neural Networks 

Neural network is selected as the deep learning approach for the fake review detection. The neural network 

consists of input layer, output layer, dropout layer, optimisation function and the regularization function. The 

neural network with 10 epoch size and 45 batch size yield the overall model accuracy of 90% for the testing data 

subset. The model also yielded the higher accuracy value of 97% for the training data subset. Each data columns 

are considered as the input in the neural network and the output layer consist of the classification result of 

whether the review is fake or not depending on the product review provided by the customers on the Flipkart 

website. 
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Figure 35: Raw text vectorisation for the neural network model 

(Source: Python code) 

 

Figure 36: Model training with Neural network layers 

(Source: Python code) 

 

5. Evaluation 

5.1. Logistic Regression model  

 

Figure 37: Classification report for the logistic regression model 

(Source: Python code) 

 

Figure 38: Confusion Matrix for logistic regression model 

(Source: Python code) 
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PRODUCTS 

 

PRECISION 

VALUE 

RECALL VALUE F1-SCORE 

PRODUCT 1 

 

0.92 0.73 0.81 

PRODUCT 2 

 

0.15 0.96 0.26 

PRODUCT 3 

 

0.14 0.88 0.24 

PRODUCT 4 

 

0.21 0.66 0.32 

PRODUCT 5 

 

0.97 0.69 0.81 

 

5.2. Decision Tree model 

 

Figure 39: Classification report for Decision tree model 

(Source: Python code) 

 

Figure 40: Confusion Matrix for Decision tree model 

(Source: Python code) 

 
PRODUCTS 

 

PRECISION 

VALUE 

RECALL VALUE F1-SCORE 

PRODUCT 1 

 

0.82 0.76 0.79 

PRODUCT 2 

 

0.42 0.58 0.49 

PRODUCT 3 

 

0.34 0.58 0.36 

PRODUCT 4 

 

0.43 0.58 0.49 

PRODUCT 5 

 

0.85 0.75 0.71 

 

5.3. Neural Network model 
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Figure 41: Evaluation metrics for the neural network model 

(Source: Python code) 
MODEL ACCURACY 

VALUE 

TOTAL 

MODEL LOSS 

VALUE 

VALANCE 

ACCURACY 

VALUE 

VALANCE 

LOSS VALUE 

NEURAL 

NETWORK 

WITH 10 

EPOCH SIZE 

AND 47 

BATCH SIZE 

 

0.9707 0.1011 0.9050 0.325 

 

 

5.4. Comparative Analysis 

 

Figure 42: Comparative analysis for three models 

(Source: Python code) 
MODELS 

 

ACCURACY VALUE 

LOGISTIC REGRESSION MODEL 

 

0.71 

DECISION TREE MODEL 

 

0.70 

NEURAL NETWORK MODEL 

 

0.97 

 

From our work we have come to the conclusion that finding spam ideas in large amounts of unstructured data 

has become an important research problem. Although, some of the algorithms used in the spam analysis of ideas 

give good results, but still no algorithm can solve all the challenges and difficulties faced by today's generation. 

It is very important to consider specific quality standards such as usefulness, helpfulness and usability while 

analyzing each review. In literature research there are many complex explanations that describe the analysis of 

emotions in relation to various aspects. Our app that will help the user to pay for the right product without 

getting into any scams. Our work performed the analysis and map the genuine review to genuine product. 

And the user can be sure about the product availability through the review prediction process. In the future we 
will try to improve the way we calculate sentimental feedback score. We will also try to update our data 

dictionary containing the sentiment words. We can try to add more words to our dictionary and revise the 

weights given to those words in order to get the most accurate counting points for updates. Sentimental analysis 

or opinion can be applied to any new classifier that follow the rules of data mining. Guide to future research is 

system utilization and performance evaluation using the proposed method for various measurement data sets. 

The main purpose of our work is to create a system that will receive spam and unwanted updates and filter them 

so that the user can understand the product information. The aim of our project is to improve customer 

satisfaction and make online shopping more reliable. The project will detect the fake reviews by incorporating 

mining algorithms like logistic regression classifier, Decision tree classifier and neural network classifier. 
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6. Error Analysis:  
Error analysis helps to isolate, verify, and confirm erroneous ML estimates, thereby helping to understand the 

high and low performance of the model.  The neural network gave the accuracy score of 97% but it varies in 

subgroup of the data, so the model performance changes if the input conditions are varied leading to the failure 

of the overall model performance. 

7. Conclusion and Future work  
 

In this study, the importance of reviews and how they affect almost everything related to web-based data was 

analyzed. It is clear that reviews play an important role in public judgment. Therefore, detecting fake reviews is 

clear and consistent in the research area.  

In this paper, a machine learning machine that detects fake reviews is displayed. In the proposed approach, both 

the characteristics of the review and the behavioral characteristics of the reviewers are considered. The Flipkart 
dataset was used to evaluate the proposed approach. There are different classifications approach used like the 

supervised machine learning, logistic regression and the deep learning with neural network model. The 

developed approach uses and compares bi-gram and trigram language models. The results show that the neural 

network model performs better than the rest of the classifiers in the process of identifying fake reviews. Also, 

the results show that the behavior and textual analysis is considered critical features for the fake review 

prediction. Not all current work reviewers’ models and techniques consider behavioral characteristics. Future 

work may consider adding features such as the frequency with which reviewers review and other behavioral 

characteristics over time. 

Reviewers take reviews to complete and how often they submit positive or negative reviews. It is highly 

expected that improving the performance of the process of detecting fake reviews submitted by taking into 

account more behavioral characteristics. 
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