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1 Introduction 
 
The configuration manual shows the information on hardware and software and all the 
programming codes we have used in our research project.  
The link to our coding in colab: 
https://colab.research.google.com/drive/1z8hbJPQbPGl9e1Twkm9G4zHwh955zofv 
 
2 System Configurations 

2.1 Hardware 
Operation System: Windows 10 
Processor: AMD Ryzen 9 4900H with Radeon Graphics 3.30 GHz 
Installed RAM: 16.0 GB (15.4 GB usable) 

2.2 Software 
All the coding parts and the deep learning models were implemented on Google Colab 
which allowed writing Python language and also allow GPU to be set as a hardware 
accelerator we have set GPU to increase the compute time but still possibly run out the 
memory in the higher epochs model test. 
The TensorFlow tutorials for google colab link: https://www.tensorflow.org/tutorials 

 
3 Project Implementation 

3.1 Kaggle API (kaggle.json) 
The Kaggle API can help us to get the dataset we need in this project and the first step 
is login to your kaggle account and see the profile page then click the account as you 
can see Figure 1. Create new API token which can download the kaggle.json file we 
need before we start the coding section on google colab. (Kaggle website: 
https://www.kaggle.com/)  
 
 

https://colab.research.google.com/drive/1z8hbJPQbPGl9e1Twkm9G4zHwh955zofv
https://www.tensorflow.org/tutorials
https://www.kaggle.com/
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Figure 1: Getting the kaggle.json file from the kaggle website 

3.2 Google Colab 
In the google colab, we can see the left side shows all the table of contents which can help us 
to jump into the section you are interested in and show the coding parts. See Figure 2. 
 

 
Figure 2: The table of contents in google colab 

 
In the beginning, we can start to install the packages we need and click the run cell can see 
Figure 3. to install them. 
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Figure 3: Install package Run cell 

3.2.1 From Kaggle loading datasets 
We can click the choose files and upload the kaggle.json file we have got from the section 3.1 
Kaggle API see Figure 4. 

 

 
Figure 4: Choose the kaggle.json file 

 
This step is installing kaggle package and connecting with kaggle website by using our 
kaggle.json file can see Figure 5. 

 
Figure 5: Connecting with kaggle website by using Kaggle API 

 
Figure 6. is showing creating the OA and OS folders and install both dataset and unzip into 
each folder. 
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Figure 6: Installing dataset 

 
Figure 7. is using glob to get the images by the path and use ImageDataGenerator to generate 
images and also we can check the total images and classes we have got from the datasets and 
we can see OA data (Digital Knee X-ray, 2021)  has 1650 images with 5 classes and OS data 
(Osteoporosis Knee X-ray Dataset | Kaggle, 2022) has 372 images with 2 classes.  

 

 
Figure 7: Showing each datasets amount of images and classes 

 
We can see the folder path has shown the same name of the classes folder which is not 
necessary in the OS dataset and we decide to move the image from 
"/content/Osteoporosis/normal/normal//” to "/content/Osteoporosis/normal//" and the another 
class so on. See Figure 8. 

 
Figure 8: Move image data to the folder we want 



5 
 

 

 
Figure. 9 is the dataset split method which can help to split the images from folders to train, 
valid and test folders by the ratio we provided so we can skip this part which will not 
influence the coding procedure. 
 

.  
Figure 9: Split data folders to train, valid and test folders by ratio (0.7, 0.2 0.1) 

 
Figure. 10 can get each folders amount of images and the total images 

 

 
Figure 10: Show the amount of images in each folders by each dataset 

3.3 Data preparation 
In the Figure 11, we get the images from path and gathering together as list such as the 
oa_data(Original OA data), oab_data (stacked OA data), oa_label and the os_data and 
os_label. 

 
Figure 11: Gathering images 
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3.4 Functions 
Figure 12. data_separate_label() function we can use this function transfer the image data 
with labels to the size we need to array and the output will be image dataframe and classes 
dataframe. 

 
Figure 12: Transfer the images to an array 

 
Figure 13. is the train_test_valid_split() function can help us split the image dataframes into 
train, valid and test image dataframes and labels six outputs and the ratio we have decided as 
0.7, 0.2 and 0.1. 

 
Figure 13: Split Train, valid and test from the image dataframe 

 
Figure 14. is the show_data_table() function which is used PrettyTable to help to show the 
details of the percentage of our split dataset on each class. 
 

 
Figure 14: Show the composition of the dataset   

 
Figure 15. is the EDA_data() function which can get the countplot from the train, valid and 
test dataframe and the images amounts in each class. 
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Figure 15: Show the countplot from image dataframe 

 
Figure 16. is the show_images() function which can show 5 images from the target image 
dataframe 

 
Figure 16: Show countplot from image dataframe 

3.5 Knee Osteoarthritis severity dataset (OA dataset) 
Using these functions to get the OA image dataframe and labels with size 224 x 224 from the 
function and split to train, valid and test dataframe and shwo the data table and count plot of 
data can see Figure 17. The table shows train, valid and test dataframe images with 
percentages and countplot to know the distribution of data.  
 

 
Figure 17: OA data table and distribution 
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Figure 18. is showing 5 sample images from OA train data by using the function 
show_images(). 
 

 
Figure 18: OA sample images 

 

3.5.1 CNN structures 
The CNN_Structure_1() function is based on (Bany Muhammad et al., 2019) 
their Network architecture of the base model-2 to build up and we can use this for the CNN 
model can see Figure 19.  

 
Figure 19: CNN structure 1 

 
Figure 20. is the CNN_Structure_2() function is based on (Nafiiyah and Setyati, 2021) their 
2021 CNN 35 Layers Architecture to build up. 

 
Figure 20: CNN structure 2 
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Figure 21. is the CNN_Structure_3() function is we have built up by our own. 

 
Figure 21: CNN structure 3 

 
Figure 22. We can use these two function to run our CNN model with class weight and 
without class weight after we have built up the CNN structure to get the model. 

 
Figure 22: CNN model with class weight and without  

 
Figure 23. We can use the history of training model to check the accuracy with the epochs 
and show the plot of their relation by this acc_plot() function. 

 
Figure 23: Show accuracy plot function of model 

 
Figure 24. The show_matrix() function can use our train model with our test data to get the 
confusion matrix by using heatmap and the matrix_info() function can show the information 
of matrix which shows precision, recall, f1-score, and accuracy. 

 
Figure 24: The function of confusion matrix with matrix information 
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Figure 25.We have run three CNN structure and input the parameters for the function needs 
and the result can see Figure 26. The CNN structure 1 gets 49% accuracy 

 

 
Figure 25. Run these 3 CNN structures with OA data 

 

 
Figure 26. The result of CNN structure 1, 2 and 3 

 
Figure 27.We check the stacked OA data of data information and distribution before 
implement to CNN structure 1. 

 
Figure 27. The OA data information table with distribution  

 
Figure 28.We use the CNN structure 1 with stacked OA data  
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Figure 28. The stacked OA data by using CNN structure 1 

 
Figure 29. is the generate_class_weights() function which can help us to compute the class 
weight and we can use this for our train model. 

 
Figure 29. The class weight function 

 
Figure 30. is the result of stacked OA data with the class weight and use the CNN structure 1 
we have choose and the result of accuracy shows 74% also we have compared the Epochs 50 
and 100 the detail can see on our colab code link we have provided which can see in the 
section 1 introduction. 
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Figure 30. The stacked OA data with class weight by using CNN structure 1 

3.5.2 VGG16 Function 
Figure 31. is showing our VGG16 base model function which can run the data we will 
provide and also we have check the result of accuracy and confustion matrix. 

 
Figure 31. VGG16 structure and the model result 

3.5.3 Late-Fusion model 
Figure 32. is our Late-Fusion model which combine the CNN structure 1 with VGG16 
structure to build up. 
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Figure 32. Late Fusion model with the result of stacked data 

 

3.6 Knee Osteoporosis dataset (OS dataset) 
 
Figure 33. Using the functions we have built to check the OS data information and some 
sample images. 
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Figure 33. OS dataset information table, countplots and sample images 

3.6.1 CNN 
Figure 34. can see the our OS data with the CNN structure 1 model and the result of 
performance.  

 
Figure 34. OS dataset with CNN structure 1 
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3.6.2 VGG16 
Figure 35. can see the our OS data with the VGG16 model and the result of performance. 

 
Figure 35. OS dataset with VGG16 

3.6.3 Late Fusion 
Figure 36. can see the our OS data with the VGG16 model and the result of performance. 

 
Figure 36. OS dataset with VGG16 
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