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Predicting River Water Quality Parameters using 
Supervised Machine Learning Techniques: UK 

 

Stephanie Whelan 

19140649  
 
1 Hardware Requirements and Technologies Used 

 
Table 1: Device and Operating Specifications 

 

Processor  AMD Ryzen 7 4700U with Radeon Graphics 2.00 GHz 

Installed RAM  16.0 GB (15.4 GB usable) 

System Type  64-bit operating system, x64-based processor 

Windows Edition  Windows 10 Home 

Windows Version 21H1 

Windows Operating System Build 19043.1826 

Windows Experience  Windows Feature Experience Pack 120.2212.4180.0 

 

 The main programming languages that were used to complete this research include R 

Programming Language and Python. Both technologies will need to be downloaded and 

configured on a local system to replicate the output. A list of the technologies used is shown 

below: 

 

● R 

● R Studio  

● Python  

● Anaconda and Jupyter Notebook  

 

 

2 R Programming Language  
 

 R Programming language was used for pre-processing of the data including data 

cleaning and manipulation.  

 

2.1 Downloading R 
 

 Search https://cran.r-project.org/bin/windows/base/ on any web browser and click on 

‘Download R-4.2.1 for Windows’ (if you are running this on a windows computer) and the file 

will begin to download. The steps taken are shown in Figure 1 - Figure 9 below.  

 

https://cran.r-project.org/bin/windows/base/
https://www.stats.bris.ac.uk/R/bin/windows/
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Figure 1  

 

Double click on the downloaded file shown in Figure 2 in the bottom left to begin the 

installer. 

 

 
Figure 2 

 

Follow the steps shown in Figure 3 to Figure 9 below to finish installing the software.  
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Figure 3 

 

 
Figure 4 
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Figure 5 

 

 
Figure 6 
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Figure 7 

 

 
Figure 8 

 



6 
 

 

 
Figure 9 

 

2.2 Downloading R Studio 

 

 R Studio is an integrated development environment (IDE) for R. RStudio was 

downloaded from www.rstudio.com/products/rstudio/download/. The version that was 

downloaded for the completion of this project was the Free version of RStudio Desktop circled 

in red on Figure 10 below. The next step was to download the appropriate version of RStudio 

for the operating system being used. Figure 11 shows the version that was downloaded for the 

completion of this project circled in red. Figure 12 to Figure 15 shows the steps that were 

completed to download RStudio.  

 

 

http://www.rstudio.com/products/rstudio/download/


7 
 

 

 
Figure 10: RStudio Desktop Download. 

 

 
Figure 11: RStudio Desktop Download for Windows 
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Figure 12 

 

 
Figure 13 
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Figure 14 

 

 
Figure 15 

 

The first file ‘Water Quality - Data Clean Up Final’ can now be run using RStudio. 

 2.2.1 Data Pre-processing using RStudio 
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The following packages shown in Figure 16 were loaded into RStudio to allow for data 

manipulation, the creation of visualisations and to identify NA values.  

 

Figure 16: Libraries required for data pre-processing 

 The two datasets that were used for this research include the 

UK_Lowland_River_Chemistry_data.csv and weather.csv. The datasets were originally 

opened using excel and they were explored. They were then loaded into RStudio using the 

read.csv function. These two datasets will need to be placed in the working directory of the 

machine. The working directory for this project is shown in Figure 17 below. 

 

Figure 17: Loading the datasets into RStudio 

 Once the datasets were loaded, the data types were viewed, and the NA values were 

viewed using the visdat package. A visualisation showing the amount of missing data in each 

column and the percentage of missing data in the entire water quality dataset was created. 

Figures 18 and 19 below show that 46% of the data is missing in the dataset.  The sum of NA 

values in each column was also calculated so that the number of NA values in each column 

could be viewed.  

 

Figure 18: Viewing NA values in the Water Quality Dataset.  
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Figure 19: Plotting NA values in the Water Quality Dataset.  

 As there were 80 variables in the dataset, the decision was made to remove any 

column with over 6,000 NA values. Once this was done, 8.1% of the dataset contained 

missing data. The distribution of the columns still containing NA values was calculated and 

evenly distributed columns had their NA values replaced with the Mean, while skewed 

columns had their NA values replaced with the Median. The steps taken are shown in Figure 

20 below.  

 

Figure 20: Replacing NA values with the mean and median in selected columns.  

 A new column was created called Date, which merged the Day, Month Year columns 

into one date format Y-M-D. This was done so that it could be used to join the water quality 

dataset to the weather dataset. The steps taken to do this, are shown in Figure 21 below.  
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Figure 21: Creating a new date column.  

 As shown in Figure 22 below, the date column in the weather dataset was reformatted 

using the Lubridate package so that it was Y-M-D to match the water quality dataset, this is 

so that the two separate datasets could be merged using the column.  

 

Figure 22: Reformatting the Date column in the Water Quality dataset.   

 The water quality and weather dataset were merged using an inner_join on the date 

column. The dplyr package from the wider tidyverse package. The steps taken to do this are 

shown in Figure 23.  

 

Figure 23: Mering the weather and water quality dataset. 

 

 Figure 24 shows the final dataset was saved to the working directory using write.csv 

function. 

 

Figure 24: Writing the final dataset to the working directory. 

 

 

3 Python Programming Language  

3.1 Downloading Anaconda and Jupyter Notebook  

 Anaconda was downloaded from https://www.anaconda.com/  which is shown in 

Figure 25. The version downloaded is suitable for a Windows machine.  

https://www.anaconda.com/
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Figure 25 

Once downloaded, double click the file in the bottom left corner of the screen to begin the 

installer shown in Figure 26.  

 

Figure 26 

Figures 27 - 33 show the steps taken to download Anaconda.  
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Figure 27 

 

Figure 28 
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Figure 29 

 

Figure 30 
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Figure 31 

 

 

Figure 32 
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Figure 33 

 

 

Jupyter Notebook can be accessed from the Anaconda Navigator shown in Figure 34 below.  

 

Figure 34 

 

3.2 Modelling using Jupyter Notebook  

 Once the RStudio code above is run, a new dataset named merged-final2.csv will be 

saved into the relevant working directory. This is the dataset that will be used for further 
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 exploratory data analysis and modelling. There are five Jupyter Notebook files for this 

research, each one has the code to run each of the five machine learning models. Each model 

was used to predict four water quality parameters. To replicate this analysis, you will need to 

replace the parameter within each file - this is explained in further detail below.  

The five files that need to be uploaded to Jupyter Notebook and ran are listed below: 

1. WATER QUALITY - EDA & DT FINAL.ipynb  

2. WATER QUALITY - Random Forest FINAL.ipynb  

3. WATER QUALITY - XGBOOST FINAL.ipynb 

4. WATER QUALITY - SVM FINAL.ipynb 

5. WATER QUALITY - MLR FINAL.ipynb  

3.2.1 Modelling Decision Trees  

The required libraries for building a Decision Tree model are listed below in Figure 35. The 

scikit-learn package was used for building the model, evaluating the model, scaling the data 

and performing Gridsearch.  

  

Figure 35: Libraries required for implementing the model.  

 Figure 36 shows the working directory used for this research. Figure 37 shows the data 

being loaded into Python.  

 

Figure 36: Set the correct working directory. 
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Figure 37: Load the dataset from the working directory using pandas. 

 The data was first split into input and output columns using the parameter Dissolved 

Sodium. The Data was then scaled as the dataset contains many different measurements. The 

data was then split into 80% training and 20% testing data. Finally, the model was fit using 

DecisionTreeRegressor from scikit-learn. The steps taken are shown in Figure 38. 

 

Figure 38: Splitting, Scaling and building the decision tree model.  

 The model was then used to predict on the test data and the model was evaluated using 

the Mean Absolute Error, Mean Squared Error, Root Mean Square Error and R-Squared. The 

steps taken are shown in Figure 39.  

 

Figure 39: Evaluating the decision tree model.  

 Hyper parameter tuning using GridSearchCV was applied to the model to identify the 

best performing parameters. As shown in Figure 40 the best performing max depth is 10 and 

the minimum sample split is 30. Figure 41 shows the new model being built with the best 
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performing parameters and finally Figure 42 shows the evaluation of the new model. The 

feature importance of the new model was calculated, and the results are shown in Figure 43. 

A plot of the actual Vs predicted values for the new model is shown in Figure 44.    

 

Figure 40: Applying Hyper parameter tuning using GridsearchCV  

 

Figure 41: Applying the results of hyper parameter tuning to a new model. 
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Figure 42: Evaluating the new model.  
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Figure 43: Calculating the feature importance for the new model. 
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Figure 44: Plotting the actual Vs Predicted values for Decision Tree Model.  

 

Figure 38 to 44 details the decision tree model predicting the parameter ‘Dissolved Sodium’. 

To find the results for the three remaining parameters they will need to replace ‘Dissolved 

Sodium’ in the file and the file run again.  

 

Figure 45 

 

The location where the variable name will need to be replaced is shown above in Figure 45. 

3.2.1.1 Testing Parameters 

 The parameters to replace Dissolved Sodium in the file are Dissolved Nitrate, Gran 

Alkalinity and Electrical Conductivity. Their variable names in the dataset are listed below in 

Table 1 and this is the name that should be used in the code: 

Table 1: Variables that should be used to replace Dissolved Sodium in the code. 

Dissolved.NO3..mg.l.NO3. 
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Gran.Alkalinity..uEq.l. 

Electrical.conductivity..uS.cm. 

 

3.2.2 Modelling Random Forest  

 Random Forest was applied to the model using the scikit-learn library. The data was 

split into training and testing datasets, scaled and evaluated also using the scikit-learn library. 

Hyper parameter tuning was carried out using RandomizedSearchCV from the scikit-learn 

library. The steps taken are shown in Figure 47 - Figure 51.  

 

 

Figure 46: Libraries required for implementing the model. 

Run the code to load the data into Jupyter Notebook using pandas. Split the data into output 

and input columns, scale the data and then split the data into 80% training and 20% testing.  
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Figure 47: Splitting and Scaling the data 

 Hyper parameter tuning was carried out on the Random Forest model to achieve a 

higher performance. The best parameters for Max Features, Max Depth, Minimum Sample 

Split, Minimum Sample Leaf and Bootstrap were calculated and are shown in Figure 48. The 

best performing parameters were then used when fitting the model as shown in Figure 49. The 

model was then evaluated as shown in Figure 50 – Figure 51. 

 

Figure 48: Hyper Parameter Tuning using gridsearch. 

 

Figure 49: Using the model with the best performing parameters. 
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Figure 50: Evaluating the model and finding feature importance.  
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Figure 51: Plotting the actual VS predicted values in a line plot. 

3.2.2.1 Testing Parameters  

 Similar to the Decision Tree model the parameter ‘Dissolved Sodium’ will need to be 

replaced and the file ran again for each parameter. The location in the code that the new 

parameter will need to be used is shown in Figure 52 below.  

 

Figure 52 

 The location where the variable name will need to be replaced is shown above in Figure 

52. The parameters to replace Dissolved Sodium in the file are Dissolved Nitrate, Gran 

Alkalinity and Electrical Conductivity as shown in Table 2. Their variable names in the dataset 

are listed below and this is the name that should be used in the code: 

Table 2: Variables that should be used to replace Dissolved Sodium in the code. 

Dissolved.NO3..mg.l.NO3. 

Gran.Alkalinity..uEq.l. 

Electrical.conductivity..uS.cm. 
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3.2.3 Modelling Extreme Gradient Boosting  

 Extreme gradient boosting model was applied to the dataset using the xgboost library, 

this was installed using !pip install xgboost. The scikit-learn library was used to split the 

dataset into training and testing, scale the data and evaluate the final model. The packages 

used to apply the model are shown in Figure 53 below. The steps taken are shown in Figure 

54 - Figure 58.  

 

Figure 53: Libraries required for implementing the model. 

 

Figure 54: Setting the working directory and loading the dataset. 
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Figure 55: Preparing the dataset, applying, and evaluating the model.  
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Figure 56: Calculating the feature importance.   



31 
 

 

 

Figure 57: Plotting the results of the predicted Vs actual values.  

3.2.3.1 Testing Parameters  

 Similar to previous models the parameter ‘Dissolved Sodium’ will need to be replaced 

and the file ran again for each parameter.  

 

 

 

Figure 58 
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The location where the variable name will need to be replaced is shown above in Figure 58. 

The parameters to replace Dissolved Sodium in the file are Dissolved Nitrate, Gran Alkalinity 

and Electrical Conductivity and are shown in Table 3. Their variable names in the dataset are 

listed below and this is the name that should be used in the code: 

Table 3: Variables that should be used to replace Dissolved Sodium in the code. 

Dissolved.NO3..mg.l.NO3. 

Gran.Alkalinity..uEq.l. 

Electrical.conductivity..uS.cm. 

 

3.2.4 Modelling Support Vector Machine   

 Support Vector Machine model was applied to the data using the scikit-learn library. 

The data was split into training and testing, scaled and evaluated also using the scikit-learn 

library. The packages used to apply the model are shown in Figure 59 below.  The steps taken 

are shown in Figure 60 - Figure 64.  

 

Figure 59: Libraries required for implementing the model. 

 

 

Figure 60: Setting the working directory and loading the dataset. 
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Figure 61: Splitting, scaling and fitting the Support Vector Machine model. 

 

Figure 62: Predicting and Evaluating the model.  
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Figure 63: Plotting the actual Vs predicted values.  

3.2.4.1 Testing Parameters  

 Similar to previous models the parameter ‘Dissolved Sodium’ will need to be replaced 

and the file ran again for each parameter.  
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Figure 64 

 The location where the variable name will need to be replaced is shown above in Figure 

64. The parameters to replace Dissolved Sodium in the file are Dissolved Nitrate, Gran 

Alkalinity and Electrical Conductivity and are shown in Table 4. Their variable names in the 

dataset are listed below and this is the name that should be used in the code: 

Table 4: Variables that should be used to replace Dissolved Sodium in the code. 

Dissolved.NO3..mg.l.NO3. 

Gran.Alkalinity..uEq.l. 

Electrical.conductivity..uS.cm. 

 

3.2.5 Modelling Multiple Linear Regression  

 The Multiple linear Regression model was applied to the dataset using the Scikit-learn 

library, the data was also split into training and testing, scaled and evaluated using the same 

library. The packages used to apply the model are shown in Figure 65. A diagnostic was applied 

to the model using the statsmodels.stats library to view the Durbin-Watson statistic. The steps 

taken to apply the model and to test the assumptions are shown in Figure 66 to Figure 76 below.  

 

Figure 65: Libraries required for implementing the model. 
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Figure 66: Setting the working directory and loading the dataset.  

 

 

Figure 67: Preparing the data to fit and predict with the Multiple Linear Regression Model. 
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Figure 68: Evaluating the Multiple Linear Regression Model.  

It is important to note that Multiple Linear Regression has several assumptions that must be 

met, these assumptions are shown below, and the code used is shown in Figure 69 to 76.  

 

Assumption 1: There is a linear relationship between the dependent and independent variables. 

 

 

Figure 69: Visualisation of the response variable and independent variable using scatterplots.  

Assumption 2: The data should not show multicollinearity which is when the independent 

variable is correlated with another independent variable. 

 

 

Figure 70: VIF Score for each variable.  
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Table 5:  VIF values above 10 in the dataset  

 

Variable  

 

VIF  

Dissolved Sodium 41.204560338553364 

Dissolved Chlorine  23.879478473810476 

Dissolved Sulphate 11.140613350667332 

Total Dissolved Potassium 53.853347933113184 

 

 

Assumption 3: Homoscedasticity which means that the residuals have a constant variance. 

 

 

Figure 71: Homoscedasticity and autocorrelation of the residuals.  

Assumption 4: Multivariate Normality which occurs when the distribution of the residuals 

are normal. 



39 
 

 

 

Figure 72: Multivariate Normality of the residuals.  

Assumption 5: Observations should be independent of each other. 

 

Figure 73: Durbin-Watson test for the Multiple Linear Regression model.  

 

 

Figure 74: Dropping columns from the dataset.  
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Figure 75: Splitting, Scaling and fitting the new model on the new dataset.  

 

 

Figure 70: Evaluating the new model.  

3.2.5.1 Testing Parameters  

Similar to the previous models the parameter ‘Dissolved Sodium’ will need to be replaced 

and the file ran again for each parameter.  

 

Figure 76 
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The location where the variable name will need to be replaced is shown in Figure 76 above.  

The parameters to replace Dissolved Sodium in the file are Dissolved Nitrate, Gran Alkalinity 

and Electrical Conductivity and are shown in Table 6. Their variable names in the dataset are 

listed below and this is the name that should be used in the code: 

Table 6: Variables that should be used to replace Dissolved Sodium in the code.  

Dissolved.NO3..mg.l.NO3. 

Gran.Alkalinity..uEq.l. 

Electrical.conductivity..uS.cm. 
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