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Configuration Manual 

Jeet Jaikishan Vyas 

Student ID: x19197161 
 

 

1 Introduction 

 
The configuration manual document will state the required software and hardware required 

for the research project “Analysis and predictions of CO2 emission using Neural Networks”. 

The manual contains the code for the Data collection/cleaning, clustering and models. 

 

2 System and Software Requirements 

 
Below are the required system configurations required for the research to be conducted. 

 

2.1 Hardware Requirements: 

 

Processor: Intel Core i5 – 7300U CPU @ 2.30 GHz to 2.40 GHz 

Storage Capacity: 1 TB (Terabyte) HDD Hard Disk 

System Type: 64-bit processor, x64 

GPU: AMD Radeon / NVIDIA GeForce 

Operating System: Windows 10 or 11 (64-bit operating system) 

Ram: 8 GB 
 

2.2 Software Requirements: 

 

Programming and Data loading / Processing / Cleaning / Modelling: Jupyter Notebook by 
Anaconda. 

Clustering: RStudio 

Visualizations: Python / PowerBI. 

Other tools: Microsoft word, Snipping tool, Microsoft excel. 

Microsoft word are used for creation of tables and showcasing the figures. Snipping tool is 

used for getting the screenshot. Microsoft excel contains the data used for the research. 

 
 

3 Data collection and cleaning 

 
The flow of the research project is showcased below: 

 

3.1 Collection of data and cleaning 

The data used for the research in the format of CSV file has been presented. This showcases 

the raw data which has been used for the research implementation. 
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Figure 3.1: Raw data Indicators 

 

To know about the data being used for the research, Figure 1 shows the comma separated 

(CSV) file for the indicators data. There are a total of 6 columns and 5656458 rows in the 

data. The data includes the countries name and code, indicators name and code, years and the 

value for the indicators. 
 

Figure 3.2: Raw Data Countries 
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The data about the countries has been shown in Fig 2. The data contains 247 rows and 31 

columns. The information about all the countries is distinguished in the data. The country 

names in three different columns, currency units for the countries, encoded country names, 

the population census and the industrial, water withdrawal, agricultural data. The total data 

shows the information that are relevant for a country. 
 

 

 

Figure 3.3: Loading Libraries and Data Frame Creation 
 

The raw data was loaded on the python environment by anaconda. The tables indicators, 

country and series were selected for the research. For the research, indicators and country 

data is being considered. The series data has been just used for information purposes. The 

pandas library in python used for data manipulation and analysis. The data should be loaded 

into data frames. 
 

 

 

Figure 3.4: Data cleaning for country data 
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Figure 3.5: Sum of null values in indicators data. 
 

 
 

3.1.1 Data Cleaning 

 

To ensure the there are no null values in the data data cleaning techniques were implemented. 

The pandas library allows calculating the null values and filling the null values. Figure 3.3 

shows the representation. The data frame was stored in a new data frame named countries 

which will be used for further research steps. On the other hand, after implementation there 

were no null values found in the indicators data. 
 

Figure 3.5: Duplicated values evaluation on the data 

 

In order to find any duplicates in the data, the duplicated function shows if there are any 

duplicates in the data. 

 

4 Data Visualisations 

For the research, there were bar graphs visualized using the matplotlib library in python. 

Three indicators were chosen for this step. The indicators were CO2 emissions per metric 

tons per capita, Age dependency ratio, CO2 emissions from liquid fuel consumptions. 

Visualisations for 6 countries were implemented for the research. The countries for this are 

United states of America, Australia, Ireland, India, China and Ireland. The graphs showed the 
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trend of the indicators from the year 1960 – 2010. The behaviour of the indicators according 

to the countries shows the flow. The indicators have been named and the plot function for bar 

graphs should be implemented. The world data shows the overall values of the specified 

indicator. 

The following images show the graphical representations of overall world for the three 

indicators, the representations for the 6 countries including the world are visualized in 

python. 
 

Figure 4.1: CO2 emissions metric tons per capita – World 
 

The trends of CO2 emissions metric tons per capita had seen a fluctuating one. From 1960 

there has been a rise in the emissions up to 1980. There was slight fall after which the trend 

was quite stable and a rise in the emissions were seen after 2000 which kept rising until 2010. 
 

Figure 4.2: Age dependency Ratio – World 
 

The age dependency ratio follows the formula for the number of people engaged in the working class 

compared to the people not engaged in the working class. The people distinguished in the working 

population are between the age group of 18 – 59 comparing the people in age group of 0 – 17 and 59 
and above. The classes are defined as minors and senior citizens or retired individuals. The indicator 

should be considered as an effect on the economy of an individual country. 
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Figure 4.3: CO2 emissions from liquid fuel consumptions – world 

 

The code showcases the indicator liquid fuel consumptions for the world. The overall trends 

represent the indicator name, country name includes the world and the value for the same. 

 

 

 

5 Clustering 
 
 

 

Figure 5: Clustering of Countries 
 

The aim for clustering was to develop clusters of the countries in the indicators data. For this 

necessary step were carried in RStudio. The libraries for conducting are readr, reshape and 

cluster. The readr library helps in reading the CSV format files, reshape library helps in 

reshapes a data frame between wide and long formats in order to achieve repeated 

measurements in separate columns. The cluster library helps in getting the clusters using the 

algorithms on a specific data. The indicator data loaded in the environment as the first initial 

step. The indicator codes should be taken into consideration for creation of clusters. 31 

indicators were chosen for the same. The transformation of data carried out by changing the 

formation of rows to columns. The cast function used to get the aggregate data with the 

aggregate function and formula. In this case, the relationship between the columns using the 

tilde function. The transformation makes the data ready to standardise and apply the 

algorithm for clustering. The sapply function takes the data frame as an input and the 

potential outcome will be a vector or matrix, therefore the data (indic) has been input as an 

object along with the function of scale. for the same to get a vector or matrix. 

The K means clustering algorithm has been used for the cluster implementation. As KMeans 

being the most simple and quick clustering algorithm as it creates clusters with the mean 
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value close to the one feature to another. This helps in making a sophisticated form of 

clustering. Three clusters were formed as the KMean value was set at 3. Plotting the cluster 

created three clusters and the information about the clusters with the countries in the 

appropriate countries will be achieved. 

 

 

 

 

6 Time Series and Models 
 
 

 

Figure 6: Libraries and utils 
 

The libraries required to get the models using Pytorch. nn is the module for neural network 

models. Optim is the module which helps in optimizing the models deployed. Nn functional 

involves all functions which are applied on models. Tqdm library is used to show the 

progress bar. 
 

 

Figure 6: Time series Data processing 
 

In order to get the data ready for implementation of time series, a valid range of data need to 

be prepared which will withstand the factors while implementing the time series. Here, the 

country code (countries data), ECON_COLS are the economic indicator columns, CO2_COL 

are the CO2 emission indicator columns which are the target features for implementation. 

There has to be a set time step that will consider the time interval for the time series. Any null 
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values have been ignored. A continuous subarray created for validating the time step with the 

length of the same. The countries data and time step were returned. 
 

 

Figure 6.1: Time Series Implementation 
 

Implementing the time series with the indicators and countries data. The train and validation 

were created using arrays in numpy library. The range of indicators if not null for economic 

and CO2 emissions will be considered. The second range of countries in valid range are not 

null then the data will concatenate else it will append. The same process was carried out to 

prepare the training and validation implementation. 
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Figure 6.2: Time series training and validation 

 

The training and validation for the time series with the economic indicators and CO2 

emissions metric ton per capita for CO2_COL with the valid time step declared in the 

implementation phase. The batch size set to 32 shows the number of samples to be shown to 

the networks. The batch size used to fit the model and control the number of predictions 

made at a certain time. 
 

 

Figure 6.3: 1Layer LSTM Model 
 

Figure 6.3: Gated Recurring Unit (GRU) 
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Figure 6.4: Feed Forward Model creation 
 

Three models were created 1 layer LSTM, GRU and Feed Forward. They were obtained form 

pytorch in the neural network. All models are recurrent models only LSTM and GRU were 

created a with the required dimensions for the models. The last hidden layer is grabbed and 

getting a reshaped form of hidden and output batch. The feed forward model was created 

with the linear functions consisting 4 layers and a dimension with inputs along with the time 

step. The observations are flattened. 
 

The cudnn benchmark is set true for hardware validation. CPU has been set for carrying out 

the models to run the dimensions. 

The LSTM and GRU models are trained and optimized with calculating the loss using the 

loss function. The loss function will calculate the MSE loss. 



11  

 
 

Figure 6.5: Random Forest with Gradient Boosting 
 

The training and validation dimensions have been converted to stacks using numpy. They are 

reshaped and fitted in the model. The results forecasted using matplotlib and box plots should 

give the validation loss for the number of observations. 
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