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Analysis and predictions of CO2 emissions using 

Neural Network 

Jeet Jaikishan Vyas 

X19197161 

 
Abstract 

The research is broadly focused on analyzing how the CO2 emissions and Age dependency ratio 
indicators showcase the effects on an overall development of certain countries. The data has been 

fetched from World Bank and world health organisation (WHO) originally and manually was put 

together to be available on Kaggle. The aim is to understand how this can give a broad insight on the 
historical and trends on the development prospects of the particular country. The indicators targeted 

here are in the employment and environment sectors. The indicators are “Age Dependency Ratio” & 

“Carbon-dioxide Emissions” quoted as CO2 emissions. Research purely focuses on achieving a 
comparative study on the models and analysis on the behavior and trends of the indicators for a span 

of 55 years. Models created using neural networks and time series predictions. Analyzing the 

indicators and predicting the CO2 emissions using economic and CO2 emission indicators. A 

comparative, analytical and predictive study will be achieved. 

 

1 Introduction 

 
1.1 Background 

 
There are 195 countries in this world, every country has their own pace of development. The 

countries are categorized as developed, developing and under-developed countries. Each 

country is driven away from the progress of development because of environmental, political,  

financial factors. Governments play an important role in gaining the prospective and ensuring 

the country runs smoothly & tackling the problems with certain policies. It is an effective 

step towards gaining an understanding how these policies contribute towards development of 

the country. This will lead them towards the strategy to adapt techniques in order to have 

control in the future. A small drawback over this can be the comparison might trigger some 

countries which are being compared to a country having a bigger economy or population. 

Every research has a productive outcomes and drawbacks, the aim is to accept the changes. 

For example, comparing India with Australia cannot be considered valid taking into 

consideration of certain points like population but comparing Australia with Ireland can make 

more sense. The World Bank and WHO have been collecting data for different indicators. 

The data allows us to understand and make use of the factors that aim to show how a certain 

country sustains itself, may it be the economic, financial or environmental crisis. The human 

and industrial activities give rise to the greenhouse effect and further leads to climate change. 

Humans need to make it essential to minimize activities that may increase the effects on the 

economy. As the world is developing at a great pace, the CO2 emissions have been 

increasing drastically. Carbon dioxide is an important GHG gas and mainly the emissions 

sources are vehicles, fossil fuel combustion like natural gas, oil. Different industrial sectors 
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are also responsible for these emissions. The rate on which emissions are more than the rate 

at which the gas is being absorbed due to deforestation. 

 

1.2 Research Question 

 
How CO2 emissions and Age dependency ratio affects a particular country using neural 

network models and time series? 

 

1.3 Research Objectives 
 
 

Figure 1: CO2 emissions trend annually by world region 

 
According to Our world in data the CO2 emissions have been manipulating every country 

which is increasing every year. The statistics shows the continent of Asia excluding China 

and India having an increase in CO2 emissions every year since 1950 to 2018 from 5 billion 

tones to reaching nearly 35 billion tons in the span of 68 years. India and China are the most 

populated countries in the Asian continent and have been experiencing an increase in CO2 

emissions compared to any other country in the world. If the two countries are listed in Asia 

the number is quite worrying. The rest of the continents have a slow but a gradual increase in 

the CO2 emissions with Africa being on the top followed by South America, North America 

excluding USA, the list ends with USA and Europe having a steep increase in the emissions. 

EU or countries which are members of the European Union has the lowest emissions since 

1950 to 2018. Europe excluding the EU states has a falling trend in the emissions as well. 
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Figure 2: Europe’s Old age dependency ratio between 2015 - 2050 

 
The old dependency ratio defines the number of old individuals which is above the age of 59 

being dependent on the population engaging in the working class. 

According to Statista, the old age dependency ratio is expected to increase in most of the 

countries in the EU. With Spain predicted to have the highest dependency ratio in 2050 and 

Sweden having the lowest. 

 
Following objectives are aimed to be achieved: 

 
 Data Analysis and EDA on CO2 emissions and age dependency ratio indicators for 

the world and 6 countries. 

 Visualizing the trend of CO2 emissions metric tons per capita, CO2 emissions from 

liquid fuel consumption and Age dependency ratio. 

 Preparing clusters of the countries and categorizing into developed, under-developed 

and developing countries using indicators. 

 Neural Network model implementation and prediction for CO2 emissions and time 

series analysis. 

 

2 Related Work 

 
Industrialization and the progress human society is making is imminent that there can be 

potential risks that can occur. Global warming is the highest risk being considered by experts 

world-wide. The most harmful and dangerous gases are realized due to human activities and 

industrial productions. Fossil fuels combustions are increasing at an alarming rate. The major 

of these due to the greenhouse effect is the CO2 emissions due to different activities. 
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2.1 Linear Regression 
 

[18] A simple and effective research on analyzing and predicting CO2 emissions in India. 

The data was statistically calculated and multiple linear regression was applied. The choice of 

variable was quite clear for the research. They also considered the indicators connected to 

energy and fuel consumption like electricity consumption. The methodology approach being 

linear regression the independent and dependent variables were chose effectively. Data for 

the relevant indicators were fetched between the years of 1995 – 2018. Research conducted 

was quite simple, the problem objectified and to be solved was quite on point. Predictions for 

the year 2019 were obtained which were practically fitting the research objectives. There 

could be different results on the regression models by splitting the data equally or having a 60 

– 40 splits. Regression results are quite bias if any one of the variables are omitted, in this 

case omitting one variable can lead to it being biased. The conclusion of the research clearly 

stated the increasing risk of the CO2 emissions and how they can keep growing in India. 

  

2.2 Clustering 
 

The agricultural and food industry has kept intact with the introduction of policies in the EU. 

Keeping the sector regulated the policies have been created. Agricultural subsidies are 

focused under the CAP policy. Cost reduction and boosting the sector was the priority of the 

policy. The research conducted [3] on sustainable development and the intellectual growth of 

countries in the EU, especially in the agricultural sector. Many countries have joined the EU 

and the CAP policy. Research adapted the cluster analysis approach. The performance has 

been conducted for the span of 11 years between 2002 – 2013. The analysis involves large 

groups of observations into smaller homogenous groups. The clusters performed with a split  

of every 3 years from 2002 – 2013, which suits the method well. Executing the ward method 

clusters were formed. The features targeted for clustering were livestock production index, 

food production index, agricultural value and GDP value and lastly the agricultural value per 

worker. Every feature chosen for a particular aspect, food production index focused on crops 

that are edible and considered having nutrients. The livestock production focuses on dairy 

and meat production and distribution. The agricultural sector includes forest, fishing, hunting 

and fishing. Each cluster created with test. The agricultural sector per worker aims 

productivity. The Kruskal-Wallis rank test applied for comparing the indicators being 

different from each other in the clusters obtained. The conclusions for this were focused on 

the p-value compared to the level of significance. Considering the statistical significance, the 

sustainable development of the countries in the EU depends on the food sector as a big 

contribution. 

 

2.3 ANN 

 
Machine learning and deep learning can be two different but co-related artefacts. The models 

created with the algorithms for both are quite reliable and can help in solving unexpected 

problems. Machines are bound to outlearn humans therefore there can be a possibility that 

many practical problems which humans cannot solve may be solved. Complexities from 

different problems require effective and smooth solutions. [14] have conducted research on a 

detailed comparison between the machine learning model and ANN models. As the research 

sounds quite predictable with ANN models performing better but they’ve effectively 

proposed. Research focuses on heating and cooling demands, energy consumption and CO2 

emissions from offices in Chile. To determine the data, it was considered to keep in mind the 
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structure of the buildings, conditions of the building, required energy consumption according 

to the structure. The cooling and heating consumption were gained from the building’s heat 

balance. The approach made the research quite more reliable. The dataset was divided into 

three parts in order to carry out the predictions, training and validation which was considered 

a part of data pre-processing. It was observed the research was too focused on getting an 

adjustment on measuring the error rate and modelling. The values play an important role.  

There was no mention about any data being null or missing it should’ve been a part of the 

pre-processing. The predictor variables aim to creating regression models to gain the cooling 

and heating demands. The emission factors were added to determine the cooling and heating 

emission models. Two models were created multi-linear regression and multi-layer 

perceptron. The results interpreted each indicator as a layer and accordingly models were 

created. 

 

2.4 ELM and ANN 

The relation between CO2 emissions and GDP (Gross Domestic Product) have quite an 

empirical relationship with the environment. There are changes over time in the economic 

growth, regulatory policies and technologies. The effects of CO2 emissions from every sector 

does give a downfall to the progress of a particular country. The greenhouse effect does emit  

the most harmful gas which is CO2, these emissions are generally by burning of fossil fuels. 

[13] Research has taken an interesting and simple approach. ELM and ANN which can be 

described as Extreme Learning Machine which was briefed as a method developed by the 

research referenced by Huang in their research and ANN a deep learning methodology. The 

Gaussian process model gives us the probabilities and statistics, the finite collection of 

random variables giving us a multi-variant normal distribution. Parameters taken into account 

were sub - sections of CO2 emissions liquid, gaseous and solid fuel consumptions. These 

were the input parameters. Results will be the GDP growth rate. ELM has been proven to be 

easy to use and producing good generalizing performances. There is a statistical approach 

involved in the research that shows the effect of CO2 emissions affecting the GDP. There 

was room for more methodologies that could have been applied to the research. The results 

yield satisfaction using ELM approach but it only could show the RSME and co-efficient. 

Comparing the results to ANN there was a minor difference in the results and both seemed 

quite satisfactory. A broader approach could have brought some complexity and interesting 

facts that would have been missed. Research progresses with time as there are changes 

happening in the source or data that has been selected to be worked on. Gaussian results 

showed the lowest results. Comparison in all of the three models showcased ELM model 

being most efficient followed by the ANN and the least progress shown by GP model. To 

showcase the concerns of global warming and the environmental and economic change the 

computational models have been developed. The evidence based economic measures and 

analysis using these models and the evident policies are limited all over the world. 

Accuracies and results will be subject to change with every year in the future. 

 

2.5 ARMA 

Energy based carbon emissions have been a concerning aspect for almost all countries around 

the world. Forecasting the same helps in getting a productive and analytical knowledge on 

how there has been significant changes. The number of years that are needed to be researched 

on can be made through statistical forecasting methods and time series modelling. [10] have 

conducted the research on a similar concept. The research broadly focuses on the CO2 

emissions forecasting for the period of 43 years (1975 - 2018). The countries with the large 
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emissions have been considered. Data for forecasting was taken for the following countries: 

China, United States and India. The data was distributed on a timely basis over the past 4 

decades. The time series model used for this research was ARMA. The models were created 

using the MATLAB language. Using the optimum level, the models focused on maximizing 

model fitting percentages and minimize the final estimation error. These factors enhance the 

time series modelling and predictions. The predictions were carried out for the following 

years from 2019 – 2023. The aim of getting the predictions for the proposed forecast the 

models gave some accurate values. The ARMA model focused on getting the upcoming 

series of values. The auto regressive part of the research showed regressive values on the 

existing past values. MA involving linear error terms kept repeating and, in the past, as well. 

ARMA modelling proved better at forecasting for the research. Linear modelling shows the 

results of the CO2 emissions increasing constantly up to 2023. This shows the clear picture of 

the research being showcasing the forecasts are quite accurate. A few points were considered 

missing from the research, the description of parameters not given briefly. Only the actual 

data being used and the estimated forecast data was visualized. The methodology of data 

being split using the model was shown being neutral in order to achieve the minimum 

estimation error in order to get higher predictions. 

 

2.6 AI and other forecasting models 
 

Artificial intelligence and machine learning has been proving to be a progressive concept in 

the field of technology. Today AI has been manipulating and predicted to be proving much of 

human activities. [2] conducted research taking into consideration the use of AI and machine 

learning in order to get profound results. There has been a great use of machine learning 

models for the research. The focus is on creating an analysis system predicting the CO2 

emissions in smart cities around the world. The list for smart cities weren’t mentioned for the 

research but the perfect definition of being a smart city was showcased. Focusing on the cars 

and vans having their fuel consumption and emissions from the cargo vehicles. Modelling 

carried out were multi-variable linear regression modelling backed with supervised machine 

learning to get the desired output. The training and test data was divided with an 80-20 split, 

the co-efficient helping to understand the input variable having a great impact. The most 

interesting part of the research was the prototype build to calculate the CO2 emissions by 

putting the input of the destination, further getting the arrival time and the amount of 

emission expected. As the research suggest it was a smart move to creating the prototype to 

understand the practicality of the research and the predictions helped in taking the necessary 

measures to be carried out to overcome the excessive emissions. 

 

 

3 Methodology 

 
The research focuses on getting the most accurate results by carrying out some effective 

strategies and methodologies. For this research, an inclusive approach of statistical and 

analytical processes has been used. The combination of analysis and deep learning approach 

has been carried out for the same. The methods will be giving a boost with different 

visualizations and algorithms to achieve the research objectives. The different tools have 

been used to give a broader insight about how the research has been giving an effective 

impact. 
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3.1 Data Selection 
 

The data has been fetched from kaggle.com. The data contains CSV (comma separated) files 

which includes data containing the indicators, countries, series. The data has been verified for 

public use, which means the data can be used for academic and research purposes by any 

individual. Link to dataset: https://www.kaggle.com/kaggle/world-development-indicators. 

 

3.2 Data cleaning, processing and Exploratory Data Analysis 

 
This stage includes exploring the data and carrying out the necessary cleaning and EDA 

(Exploratory Data Analysis). The focus is to work on countries, indicators and series. Each of 

the data has been used for appropriate steps in order to calculate the number of countries 

having the appropriate target indicators. The file indicators.csv contains the data of all 

countries with the respective country code, the various indicators with their indicators code, 

and the values of each indicator persisting the same, the data had 5656499 rows and 6 

columns. The country.csv file contained 247 rows and 31 columns here 247 being the 

countries around the world from each continent and 31 are the feature information about the 

countries. The series.csv contained 1345 rows and 20 columns. Null, NaN and duplicated 

values were calculated and represented. The indicators data did not have any null or 

duplicated values. In the country data there were only 3 columns with null values other 

columns had many null values, the columns were filled with 0 and stored in a new data frame 

named countries. The series data has not been considered for the research but with the aim to 

get some general information about the values it was seen that there were too many columns 

with missing data. No processes to clean were performed as the data is not being used for 

future purposes. 

 

3.3 Visualizations 

To understand the basic evaluation and information about certain indicators manipulating 

some countries over the span of 50 years. The bar graphs are representations to gain the 

understanding of the indicators having the number of changes every year and the highest and 

lowest time the indicators were affecting these countries. An overall representation of the 

world obtained. The countries included for the visualizations were USA, India, Ireland, 

China, Australia, and Germany. All the countries are from different continents therefore the 

graphs give us some interesting information about the indicator’s behaviors over time. The 

trends of three indicators were considered for this purpose. As part of the research, age 

dependency ratio has been considered for visualizations and EDA purposes. 

 

3.4 Clustering 
 

The data of all countries over the span of years were taken into account in order to develop 

clusters. The clustering achieved using the K-means clustering. This algorithm is simple and 

unsupervised but quick to use and understand. As the clustering suggest n observations were 

set in place to define the number of clusters. The clustering was executed with certain 

indicator codes. Three clusters were formed using K-means clustering described as target k or 

the number of centroids, the clusters obtained justified the countries into three categories 

developed, undeveloped and developing. 

https://www.kaggle.com/kaggle/world-development-indicators
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3.5 Data Transformation & Modelling 
 

As the deep learning approach has been taken into account for the research, the models were 

1 layer LSTM with feedforward, GRU, Random Forest with Gradient boost. For neural 

networks the original LSTM model comprises of a hidden layer and a standard output layer 

of feedforward. A recurrent lstm model was build where dimensions were matched with the 

requirements of the lstm model. The last hidden state was obtained and was reshaped. The 

GRU model constructed. The flattened feed forward algorithm was developed with 5 layers 

of linear functions with the input dimensions and the time step. For the xgboost model, stacks 

were formed from the training and validation defined using numpy and the model fitting. 

 

3.6 Evaluation and Results 
 

The bar graphs will show the nature and behavior of the indicators. This helps in analyzing 

the trend of the indicators for the span of 50 years. The comparison of countries having a 

fluctuating and the results were evaluated for the models using box plots. Box plots help in 

representing the validation results and according to the epochs behaving according to the 

validation loss. 

 

4 Implementation 

 
4.1 Introduction 

 
The aim of the research is to get the overall effects of CO2 emissions and age dependency 

ratio on the economy of a certain country. The most dangerous effect from the greenhouse are 

carbon-dioxide emissions. The data for the indicators and value for every country have been 

taken into consideration for this research. The predictions and modelling for the CO2 

emissions will be considered with taking into account the economic indicators in the data. 

 

4.2 Data Cleaning, Pre-processing & EDA 

For the research first all the necessary datasets were loaded on python in the anaconda 

environment. The first step was to observe the nature of the data. The data seemed to be quite 

clear but a room for doubt for some missing or NaN values was present. To understand this 

the necessary steps were carried out. Firstly, all the necessary libraries required for the 

appropriate data analysis, cleaning, visualizing were loaded. The libraries were pandas, 

numpy, seaborn, matplotlib. Pandas help us to create the data frames and carry out necessary 

steps of cleaning and EDA (Exploratory Data Analysis) on the datasets. Using pandas, three 

data frames were created. The three datasets were indicators, country and series. All three 

data are already formed in comma separated versions (CSV) formats. The basic analysis of 

the data about the shape, description and columns of the dataset were performed to get 

appropriate information about all three datasets. The data in indicators.csv was from the year 

of 1960 – 2015 that is 55 years. For this research, all years were considered for modelling and 

for the visualizations it was considered from 1960 – 2010. After getting the data loaded and 

creation of data frames the steps were performed to identify the null and duplicated values 

which are included in the pandas library. During the implementation, it was found that the 

indicators data didn’t have any null or duplicated values. The countries data which includes 

information of countries having 31 columns showed NaN values in 27 columns. The NaN 
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values were filled with 0 and stored in a new data frame. The series data has not been 

considered for the research after a long observation and understanding the relevance and 

correlation with other two datasets. There is no data that is useful to carry out any 

implementation for this research from the series data. The duplicates for indicators and 

country data showed no duplicates in the data. 

To get a clear brief about the target data which is indicators a new data frame was created and 

the pivot table function was carried out. The reason for this was to get a sophisticated view of 

the data, the overview of 6 countries was briefed by printing the outputs. India, Germany, 

United States of America, Ireland, China and Australia. 

 

4.3 Visualizations 
 

The indicators chosen for basic visualizations were CO2 emissions per capita, CO2 emissions 

from liquid fuel consumptions and another indicator is age dependency ratio. There has been 

evaluation on age dependency ratio and only general visualizations of bar graphs. The 

visualizations have been carried out to get information on how the indicators have been 

behaving over the span of 50 years from 1960 – 2010. The indicators showed us that there 

has been a different flow of CO2 emissions metric ton per capita in different countries, firstly 

the emissions for all over the world was visualized and the results showed that there has been 

a sequential increase in the emissions beginning from 3 per metric tons in 1960 and 

increasing up to 5 metric tons in 2010. With every country having their own share of 

emissions and the broadness of their economy shows how the emissions will be increasing. It 

was observed that there was an increase in every country. India, Australia, Ireland and China 

had a great increase in the emissions between 1960 and 2010. USA had a great jump in 

emissions in early 1960 – 1980 and but as time it was observed a slight fall in the emissions 

between 2000 and 2010. The slow and gradual increase was seen in India, Australia and 

China. In case of Ireland, there was an increase in the emissions until 2000 and there was 

steep fall until 2010. The indicator for age dependency ratio was being reviewed about how 

age dependency has been affecting the economy and increasing in the specific countries. The 

dependency ratio basically shows the population engaged into work labor and the population 

not engaged into working class. The pressure of the population is calculated with the 

dependency ratio formula. For this research this indicator has been only used for the 

descriptive purposes on how long the indicator has been affecting the countries. As the 

graphical visualizations first showed the world having a high level of dependency of 80% in 

1960, there was deep fall in the dependency ratio up to 60-65% in 2010. Australia, USA and 

Ireland had quite correlated rise and drop. The percentage was quite high in these three 

countries in the year 1960 of about 80%, but there was a fall seen between 2000 – 2005 going 

to 40%. The lowest fall was seen in China followed by India. The third indicator visualized is 

CO2 emissions from liquid fuel consumptions. This indicator states the number of emissions 

from vehicles. The bar graphs for the world showed rise in the CO2 emissions from liquid 

fuel consumptions. The overall graph shows quite low effects in 1960 but a rise in the 

emissions every 10 years, until 2010 the consumption was the highest comparing all the 

years. USA, China, Australia, India and Ireland all the countries showed an overall increase 

in the consumption. India and China had a low level of consumption between 1960 – 1980, 

whereas the other countries had a significant high level of consumption during the same 

years. 

 

4.4 Clustering 
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Figure 1: Clusters Formation using KMeans Algorithm 

 

The next part of the research is creating the cluster of all the countries. The K-means 

clustering algorithm was applied on the data. Loading the libraries is the first step. Three 

libraries loaded for carrying out the clustering were readr, reshape and cluster. The indicators 

data was loaded. 31 indicators were considered to in order to create the clusters. They were 

declared in the form of Indicator code. As the algorithm suggests the value for k taken is 3. 

The countries will be categorized as developed, developing and under-developed. The 

transformation of the data was done by achieving an aggregated form using the cast function. 

The rows were transformed to columns and the null values were omitted if there were any. 

The data was standardized after conversion. The sapply function was applied to get an output 

of the data in a vector. This makes the data standardized and ready for clustering. The k 

means algorithm applied with 42 seeds to creating a uniform distribution with the number of 

seeds declared. The algorithm was applied declaring the transformed and standardized form 

of the data and mentioning 3 clusters. The clusters plot was carried out by declaring the 

transformed data into a data frame. Three subsets created declaring one cluster for each 

category from first to third cluster. The output gave the cluster number in which the country 

was placed and alternatively the country name. All the three categories were printed in the 

output achieved. The clusters formed were (38, 29, 50). All the countries were assumed to be 

in a certain category of cluster. As the total number of countries were 247, the indicators data 

consisted records from all overall world and also from certain continents like Arab world 

which explains the countries in the Middle East. The indicators chosen at the beginning to 

perform the clustering didn’t have the data for this type of country description. Therefore, all 

the countries containing these indicators got selected. 

 

4.5 Modelling 

The models were created in neural networks. Using pytorch time series analysis and deep 

learning models created using CO2 emissions and economic indicators. The libraries for 

deep learning modelling and time series which in our case is torch loaded in python. Some 

anonymous packages were loaded for creation of progress bars. The first step 
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was to create a data of the country code along with the country names and both are part of the 

features for creation and training of the models. This was preparing the data, after this is the 

pre-processing stage. For pre-processing a dictionary created for each of the countries and 

indicators as it is a dataframe with shape. A statistical analysis of mean and standard 

deviation by using the country and indicator code. For the research the target features are the 

indicator name, indicator code, country name, country code and values for every indicator. 

An exploratory data analysis was carried out using the countries and indicators data. For 

EDA first the total countries were shown then countries having a no values for currency unit 

were filtered out. The results showed 214 countries out of the total 247 countries. Countries 

with population of more than 3 million were calculated. The output shows 134 countries have 

population more than 3 million. As the NaN values in countries data were filled with 0, the 

results were changed. Before carrying out the time series implementation the data is prepared 

to have range, time stamp and valid prediction. The features and target values are economic 

indicators and of CO2 emissions indicators respectively. 

The creation of the training and validation of the data which are the target values and 

features. Three models will be implemented for the research. 1D LSTM (Long short-term 

memory) with shallow feed forward, GRU (Gated Recurrent Unit), Random Forest with 

Gradient Boosting. A Feed Forward neural network algorithm is being implemented but the 

model is not being trained for this research. The training step includes declaration of train, 

validation, loss function, optimizer and device. The train and validation function will 

calculate the features of the target features which is the economic and CO2 emissions 

indicators. The features are used in the form of indicator codes. The torch.optim module was 

loaded in the beginning in order to implement various optimizer algorithms, the optimize 

function was used to optimize the models that are being implemented. The train_dl will be 

having all the observations which will be trained. The loss_fn is the function used to calculate 

the average loss after running the model’s algorithm. The LSTM model from the nn module 

was fetched, a recurrent model will be created. After creating the LSTM model, the GRU 

model was created this is also a recurrent model. After these models a Flattened Feed 

Forward model was created with 5 layers. The three recurrent models were created. After 

this, The CO2_cols were categorised which had three indicators which are the total CO2 

emission per kilotons, CO2 emission metric ton per capita. The economic indicators chosen 

for the research were mentioned and the ones not used are commented off. The number of 

training and validation observations for the time series came out as 2211 for training and 565 

for validations. Next, the models were trained, optimized and loss function was calculated. 

The models were implemented LSTM at first, then GRU followed by Feed Forward and 

random forest with gradient boosting. The model was fit with the training loop. The epochs 

were set to 250 with an interval of 50. The history declares to show the training and 

validation loss. After getting the training loop ready, the model fit was implemented. 

 

4.6 Conclusion 

The Final step for the implementation were creation of validation box plots to calculate the 

validation loss for the models. First the learning curve was achieved drawing the most 50 

epochs returning the train and validation loss. The second representation to show the 

validation loss of the models which are stored in history. An average loss of was achieved, 

which is not fixed. Changes in the number of epochs and the features led to difference in 

getting the average loss. As the data being quite huge and all the countries not carrying all the 

necessary indicators few countries may have missing values. The features chosen for this 

research and modelling carried all the necessary data. The algorithms used have handled to 
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look if there are any missing values of indicators or the countries. A validation loss of was 

achieved for the gradient boosted model. The validation loss achieved are low. 

 
 

5 Evaluation & Results 
 

 
 

Figure 1: Random Forest with Gradient Boosted Model Fit 

 

The above figure shows the gradient boosting model fitting with the training splits 

observations. 
 

 
 

Figure 2: Learning Curve for the training and validation 

 

The training and validation loss with 250 epochs with an interval of 50 for the training and 

validation observations for the neural network models. The curve shows the train and 

validation loss for the epochs being implemented, 

The 1layer LSTM model and random forest with gradient boosting model showed 

satisfactory outcomes. 
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Figure 3: Gradient Boosted Model 

The Figure shows the validation loss calculated on the gradient boosted model, the validation 

loss 
 
 

 

Figure 4: Average loss for last 5 epochs 
 

 
 

 

Figure 5: Gradient Boosted Model’s validation loss 

 

The validation for the last 5 epochs in history which is the train and validation loss for the 

models shows an average loss of 0.47 and the validation loss achieved in the gradient boosted 

model is 0.47. 
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The validation loss being less tells the models are under fitting or there might be more room 

for the neural networks to run the epochs. There is a possibility of having fluctuating 

validation losses due to this kind of fitting. 
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7 Conclusion & Discussion 

 
The overall research was focused on CO2 emissions and Age dependency ratio affecting the 

particular country. There was all the necessary data for the indicators as well as the countries. 

The methodology applied for analysis and determining the trends of the indicators were quite 

useful. It gave a great insight of the indicators behavior and how it has been changing in span 

of 50 years. The neural network models are mainly focused on simplifying the methods 

through which the brain processes any information. It contains processing units which 

contain layers. The models used for the research are recurrent, but for this research these 

models are not effective. Simpler machine learning models may give a better understanding 

and accuracies for the objective we are aiming to achieve. As there needs to be more data to 

let these models show their efficiency the data is not measured to be enough therefore there 

are no better results. GRU and 1d convolution model might work better taking the better 

advantage of the time series and the relationship with the time. As every country’s 

development is unique due to different factors there can be a reason for the models showing 

low efficiency. The estimated prediction for CO2 emissions ranged between 0.4 and 1.2. 
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