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1 Introduction

The configuration manual provides information about software were applied in the research
project. Furthermore, screenshots and descriptions from the codes and outputs.

2 Data Set

The dataset is collected from UCI Machine Learning Repository as a CSV file. After
downloading the file, it was imported into R Studio to solve the missing data.

3 Hardware Requirements

The project was used to perform artefacts as below.

Operating System Windows 11

Processor Intel Core i5-10210U CPU @ 1.60GHz 2.11 GHz
RAM 8 GB

Memory 500 GB

4 R Studio

The dataset is collected from UCI Machine Learning Repository as a CSV file. After
downloading the CSV file, it was imported into R Studio to adjust the empty data. Figure 1
shows that the screenshot in R Studio.

setwd("D: /Work,/R")

Filel[is.na(File)] = "unknown"
write.csv(File,"File.csv", row.names = FALSE)
View(File)

Figure 1: Missing Data

5 IBM SPSS Statistics

IBM SPSS Statistics is software that assists initial data analysis. After solving the empty data,
we used the new file to import into the IBM SPSS Statistics to consider the missing data as
an unknown.



6 WEKA Application

We used WEKA to do the imbalance data and create models like Logistic Regression and
Decision Tree.

6.1 Open WEKA Application and click at the Explorer button.
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Figure 2: WEKA Application

6.2 Click Open files > select the dataset > Open. The application shows WEKA interface,
and the data is imbalance.
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Figure 4: WEKA application interface

6.3 To solve the imbalance data, click choose > filters > supervised > Instance >
SpreadSubsample. The application displays the balance data.
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Figure 5: Balance Data
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6.4 After the data is balanced, select the Classify tab and then choose the machine learning
algorithm. In this paper selected Logistic.



6.5
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Figure 6: Selecting the machine learning algorithm: Logistic Regression
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Confirmation to select the machine learning algorithm by clicking the Start button then
the application shows the results. Figure 8 shows the results of Logistic Regression with
the AUC (Area under ROC Curve) was 93.4%, with precision and recall values of 87%

and 86.9%, respectively.
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6.7
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Figure 8: Logistic Regression result

For decision tree, select the Classify tab and then choose the machine learning
algorithm. In this case selected trees > J48
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Figure 9: Selecting the machine learning algorithm: Decision Tree
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Confirmation to select the machine learning algorithm by clicking the Start button then
the application shows the results. Figure 11 shows the results of Decision Tree with the
AUC (Area under ROC Curve) was 86.6%, with precision and recall values of 84.4%.
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Figure 11: Decision Tree Result

6.8 The most performance was Logistic Regression and then used the model to find the
ranking by clicking the Select attributes tab and set the parameter as Figure 12. After set
the parameter, click the Start button. The application shows the ranking as Figure 12.
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Figure 12: Ranking Attributes



