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1 Introduction

The document provides the description of steps that is followed for the execution of this
research: Detection of Multiple ocular diseases using the transfer learning algorithms.
The information of experiment simulation and explanation of codes for each section with
the project flow is mentioned.

2 System Requirements

The Web app of Integrated Development Environment, Google-Collab is used for the
execution of codes by Python language. The dataset is stored in the Google Drive (G-
Drive) which allows the data to be mounted and easily be accessed in Google Collab.
The completed code is stored in .ipynb format of notebook. The type of processor used is
Intel(R) Xeon(R) CPU @ 2.30GHz along with GPU - Tesla P100-PCIE-16GB and High
RAM which would be 32GB as the Google Collab automatically allocates for processing
the algorithms. The coding is completely done using the tensorflow package and keras
library.

3 Implementation

The Python libraries used are:

Figure 1: Python Libaries
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3.1 Data Preparation

The data is put as zip file in the G-Drive and to be extracted in the Google-Collab code
which is showed in the below Figure 1.

3.1.1 Mounting the G-Drive and Unzipping the data

The dataset is stored in the G-Drive and for program simulation. It is mounted to drive
using the below listed code in the image which also involves unzipping of the data

Figure 2: Mounting data from G-Drive

3.1.2 Google Collab GPU Details

The Notebook settings of using High- RAM is showed on the below for the simulation of
deep learning algorithms.

Figure 3: Note Runtype from Google Collab

3.1.3 Data Classification

The libraries used for reading the data from the CSV format and the use of Hot-Encoding
techniques for classification is explained on the below codes

3.1.4 Data Visualisation

The classification of diseases with the dataset representation is done by the use of below
code in Figure 5.

The data images after importing with respect to classification is in Figure 6.
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Figure 4: Data reading libraries from CSV

Figure 5: Classification using Hot Encoding

Figure 6: Classification of Data using Pie Chart

Figure 7: Dataset Images check

3.1.5 Image Cropping

The Image cropping is done with the use of library cv,numpy and os. The ImageCrop
function is used.
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Figure 8: Image Cropping

3.1.6 Image Resizing

The Image resizing is done with the use of PIL package and libraries of OS, image. The
function of Image Resizer is used.

Figure 9: Image Resizing

Figure 10: Image Resizing

3.1.7 Data Augmentation

This process is done with the use of tensorflow and skimage packages using the Im-
ageTreatment function.
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Figure 11: Image Augmentation

Figure 12: Image Augmentation

4 Modelling and Evaluation

The models are built by using Tensorflow package and Keras library. The 6 models
of deep learning algorithms of transfer learning models had the libraries listed in the
below Figure . The model importation is done separately for each model from the keras
application as inception v3, VGG16, VGG19, restnet50, MobileNet. The AlexNet is built
using the convolution models and is specified separately. The evaluation is shown with the
performance metrics of accuracy, precision, recall and AUC-values and confusion matrix
is generated along with the prediction of diseases charts.

Figure 13: Library for Transfer learning
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4.1 InceptionV3

The model of InceptionV3 involves code of layers and plots generated for evaluation as
shown in Figure 13 and 14. Result in Figure 15.

Figure 14: InceptionV3 layers

Figure 15: InceptionV3 Result Code

Figure 16: InceptionV3 Result
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4.2 VGG-16

The model of VGG-16 involves code of layers and plots generated for evaluation as shown
in Figure 16 and 17. Result in Figure 18.

Figure 17: VGG-16 layers

Figure 18: VGG-16 Result Code

Figure 19: VGG-16 Result
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4.3 VGG-19

The model of VGG-19 involves code of layers and plots generated for evaluation as shown
in Figure 19 and 20. Result in Figure 21.

Figure 20: VGG-19 layers

Figure 21: VGG-19 Result Code

Figure 22: VGG-19 Result
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4.4 RestNet50

The model of RestNet50 involves code of layers and plots generated for evaluation as
shown in Figure 22 and 23. Result in Figure 24.

Figure 23: RestNet50 layers

Figure 24: RestNet50 Result Code

Figure 25: RestNet50 Result
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4.5 MobileNet

The model of MobileNet involves code of layers and plots generated for evaluation as
shown in Figure 25 and 26. Result in Figure 27.

Figure 26: MobileNet layers

Figure 27: MobileNet Result Code

Figure 28: MobileNet Result
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4.6 AlexNet

The model of AlexNet involves code of layers and plots generated for evaluation as shown
in Figure 28 and 29. Result in Figure 30.

Figure 29: AlexNet layers

Figure 30: AlexNet Result Code

Figure 31: AlexNet Result
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