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1. Introduction 

The environmental setup specification to construct the research project ”spoofing attack 

detection using deep machine learning” is explained in this configuration manual This 
manual provide the step by step explanation and the pre-requisite for this research pro- 

ject. Specifications for hardware and software are presented in Sections 2 and 3. Section 3 

deals with data sources. Section 4 deals with execution; 

 

 

1.1 Project  Objective 

The main objective of this project to detect the spoofing detection using machine learning 

in which the dataset contains the two classes which are fake and real image so using deep 

learning algorithms we have to classify the images into fake or real image using convolution 

neural network model which are MobileNetV2, Vgg16, ResNet50, EfficientNetB4, and 
CNN models to classify the images. 

 

2. Configuration setup 

The configuration setup needs hardware and software requirement for the research project. To 

train the model which has the large size of images we need GPU (Graphics Processing Unit) 
in google colab. 

 
2.1 Hardware Configuration 

RAM: 8GB 

Processor: Inter core TM i5 CPU 

System: Operating system-64 Bit 
Operating system: Windows 10 (Microsoft cooperation) 

GPU: Google Colab (Tesla K90) 

 

 
2.2 Software Configuration 

The software configuration for this research project is done using the software environment 

which is Google colab and the Jupiter notebook for the deep learning models. The coding 
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for all the models is done python language and the version used for the python is 3.6.3. There 

are so many python libraries have been used while carried out this research project. The 
libraries which are used are Tersonflow (2.5.0), Keras, Matplotlib (3.3.3), sklearn, pandas, 

numpy and so on. 

 

3. Data Gathering 

Many websites, like Kaggle, Facebook AI, pictures datasets, and others, offer the open 

source dataset of images and videos. This research on spoofing attack detection utilizes a 
publicly accessible dataset of real and fake photos from Kaggle. The collection consists 

of very high resolution faces of random people in both genuine and fake photographs. It 

consists of 20,000 high-quality PNG images and pixels in total. The collection contains 

fictitious images created by Photoshop specialists. The Photoshop tools are used to 
modify the fraudulent photos. Before starting the data preprocessing and transformation 

the steps are followed to update the dataset in google colab. First upload the dataset on the 

drive and to upload on the google cola run the below command code. 

 

4. Data Transformation 

The dataset contains real and fake images and all the images are in .png formate and high 

quality image, The pixel resolution of each pixel is in the 1024 x 1024. All the images on 

the drive are stored in the dataset folder and run the code for mounting the data. 

 
5. Data Preprocessing 

Once the dataset was uploded to the drive and load in the google colab the divide the real 

and fake images and than load the file path to the realpath and fakepath variable. Once 

the data is loaded after that resize the images using openCv into 224 X 224 size and 

return the images into an array. 

 

 

Figure 1: Real and Fake Image dataset loaded 
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The Exploratory data analysis of real and fake images. The below figure presents the 

random real and fake images from the dataset.  The figure size for the images taken is 10 
x 10 and for displaying the images the range took is 16 to fetch the 16 images from 

dataset. The images are plot using the matplotlib library in python. 
 

 

Figure 2: Random Real Image fetch from dataset 
 

 

 

 

Figure 3: Real Images 
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Figure 4: Random Fake Image fetch from dataset 
 

 

 

 

Figure 5: Fake Image 

 

 
6. Data Augmentation 

The data augmentation is used to split the data in training and validation set. The splitting 

is done on training and validation set is 70% and 30% Using data augmentation function 

the images are re-scaled, flip horizontal and vertical. 
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Figure 6: Data Augmentation 

 

 

After data augmentation the plt.imshow function of the python library matplotlib is 

executed to check the changes in the images. The image is rescale into the 200 X 200. 
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Figure 7: After Data Augmentation the images 
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7. Implementation of CNN Models 

7.1 Implementation and Evaluation of MobileNetV2 (Model 1 
 

 

 

Figure 8: Building Model 1 

 

 

The Figure 8 shows the model building of the MobileNetV2. The activation function 
is sigmoid and relu. BatchNormalization layer is applied to normalize the data. The 

Dropout and dense layer is there with 128 units. The code compilation is done using loss 

function which is sparse categorical cross-entropy and the optimizier is Adms optimizier. 
 

 
Figure 9: The loss callback scheduler 

 

 

The Figure 9 shows the decalaration of the learning scheduler of the tensorflow keras. 
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Figure 10: Training and Validation Model 1 

 

 

The Figure 10 shows the epochs are set to 20 and above is the model training code 
of the MobileNetV2. Once the Model trained for each epoch it will give the classification 

report and accuracy which is 94% and loss is 17%. 

 

 
Figure 11: Accuracy and Loss of Model 1 

 

 

 
 

 

Figure 12: Code to generate the classification Report 

 

 

The Figure 12 shows the code to generate the classification report and the confusion 

matrix for our model. 
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Figure 13: Classification Report 

 

 

In the Figure 13 the classification report and confusion matrix is generated for Mobi- 

leNetV2 model which gives the value of precision, recall and F1-score. 

 

 
Figure 14: Code to Plot the Accuracy and Loss Graph 

 

 

The Figure 14 shows the code for the plotted graphs for the training and validation 
loss of model. 
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Figure 15: Accuracy and Loss Graph of Training and Validation Data 

 

 

The Figure 15 shows the graphical representation of the plotted graphs for the training 

and validation loss of model. 

 
7.2 Implemenatation and Evaluation of Vgg16 (Model 2) 

 

 

 

Figure 16: Building Model 2 

 

 

The Figure 16 shows the model building of the Vgg16. The activation function is sigmoid. 

The last layer is dense layer with activation function sigmoid. The code compilation is 
done using loss function which is sparse categorical cross-entropy and the optimizier is 

Adms optimizier. 
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Figure 17: Training and Validation Model 2 

 

 

The Figure 17 the model training code for the Vgg16 indicates that the epochs are 

set to 20 and higher. When the model has finished training for each epoch, it will report 

on classification, accuracy, and loss %. 
 

 

Figure 18: Accuracy and Loss Percentage of Model 2 
 

 

 

 

Figure 19: Classification Report for the Vgg16 Model 
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Figure 20: Accuracy and Loss graph of training and validation Data 

 

 
7.3 Implemenatation and Evaluation of ResNet50 

 

 

 

Figure 21: Added the layer to the Models 

 

 

In 21 the custom input layers are are added to the model. The input layers which are 
added to the model are GlobalAverage polling layer, Dense layer and the sigmoid and 

relu activation function is used in the model. While compling the model Adm optimizer 

is used and loss function which is used is sparse cross entropy. 
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Figure 22: Building Model 3 

 

 

In 22 the model building of ResNet50 with the global average polling, dense and 

droupout layer with the loss function is sparse categorical cross-entropy. 
 
 

 

Figure 23: Training and Validation of Model 3 
 

 

 

 

Figure 24: Training and Validation of Model 3 
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Figure 25: Training and Validation of Model 3 
 

 
 

 

 

Figure 26: Training and Validation of Model 3 
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Figure 27: Training and Validation of Model 3 
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