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1 Introduction: 
 

 Throughout the study, the software, hardware, and system setup have all been described in the 

configuration manual shown here. Implementation of the code used in the research project 
 “ A Study over Supervised amd Unsupervised learning algorithms in predicting the impact of 

bird strike in aviation industry.” 

 

2 System configuration  

2.1 Hardware  

 

Intel(R) core i5 10th generation; 16GB RAM, 512GB SSD; Windows 11 64-bit operating system; and 

16GB of RAM. 

2.2 Software  

 

python was used to carry out the study, and in order to go on with the analysis, the google 

colaboratory was used. The data pre-processing, feature selection, data validation, and implementation 

of machine learning algorithms were all carried out with the help of Python libraries and libraries for 

other languages. The raw data was gathered and analysed using Microsoft Excel, which is a 

spreadsheet programme. 

 

3 Project Development  
 

The research was primarily concerned with evaluating various machine learning technologies, which 

included a step-by-step procedure of obtaining data cleaning, preprocessing, features selection, and 

sampling approaches in order to balance the unbalanced data. When more than 60 percent of the data 

had no null values, they were discarded and replaced with fresh data. Data from previously verified 

sources were used to build the model, which was then iterated upon when machine learning methods 

were put into place. The data was sampled more thoroughly and a full dataset was obtained in order to 

conduct a thorough analysis. Afterwards, the data was entered into the data once again for 

confirmation. 

3.1 Data collection and Data preprocessing 

 
A kaggle repository was used to gather the data, which was then analysed in Microsoft Excel since the 

raw data needed to be saved as a CSV file. A Google Colaboratory examination of this data was then 

conducted out using python. Here is a step-by-step graphic of how to begin analysing data in Google 

Colab. 



2 
 

 

 
 

Figure 1. Methodology 

 

 

 

 
 

Figure 2: Implementing in Google colab  

 

Once the data has been read programmatically, it is then placed in a second dataframe, which is then 

read again. Before that, the necessary libraries for the analysis were loaded into the system. The 

libraries for each portion of the analysis were imported into the environment by using the import 

command. The imported libraries into the notebook are shown in the image below. The data has been 

put into the environment after it has been compared to the data. It has been compared to the data. It 

can be seen from the technique diagram presented in (Figure 1) that data has been fed into the 

machine learning algorithms, which were around 12 in number, and that data has been pushed again 

after the validation has been completed. They were from both the controlled and unsupervised 

learning environments. After the data was entered, it was put into two different types of machine 

learning, supervised and unsupervised, in order to determine their usefulness in forecasting the 

damage caused by bird attacks. The more thoroughly described approach will be presented in the 

following paragraphs. The (figure 2), shows the colab directory where the data has been read by 

uploading the fie over there and then passing them in to the parameters in order to read the data 

programatically for the analysis was achieved,  
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Figure 3. Importing Libraries 

 

To determine how successful supervised and unsupervised machine learning algorithms are in 

forecasting the effects of bird attacks in the aviation sector, the primary goal of this research is to 

compare the results of two different types of algorithms. The numerous libraries required for the 

models and other approaches that are being used have been created. 

 

 
 

Figure 4. Reading the data  

 

With the help of the Pandas package, data was read in the manner indicated ( Figure 4 ). The 

data being read and saved in the dataframe is called the input data. Following the first reading 

of the data, the subsequent additional analysis was carried out step by step. After the data was 

first examined, it was discovered that there were more null columns than expected. After that, 

the data was filtered by substituting the null values in order to avoid losing a large number of 

features from the dataset. Features with more than 60 percent null values were removed from 

consideration for the analysis. The data was kept by substituting the null values with the 

features that were more supporting or required for the study. This was done in order to make 

the data full for the analysis. Once the data had been pre-processed, it was carried on to the 

next level of analysis, where the Exploratory Data Analysis (EDA) method was used to learn 

more about the data and discover new information. While developing the graphs from the 

EDA section, it was discovered that the data was too uneven, thus sampling procedures were 

used in order to make the data more balanced. 
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Figure 5. Handling Unbalanced Data 

 

The data was balanced by implementing the above code as shown in (Figure 5 ).once after the 

balanced dataset has been achieved the data was moved for further analysis. The data has 

been further being explored using different various libraries and based on the plots there were 

more information carried out as a meaningful insights.  

 

3.2 Machine learning implementation 

 
Once after the data has been preprocessed and cleaned, the data has been fed into the machine 

learning algorithm. The data was further carried out to the important part of the analysis. 
Unsupervised machine learning approach were first implemented and once after that the data was then 

fed into the algorithms.  

 

4 Unsupervised machine learning implementation  
 

4.1 Birch Algorithm 
 

 
 

Figure 6. implementing Birch algorithm and PCA  

 

The data was initially used in unsupervised machine learning techniques (figure 6), which 

were then applied to the data. The use of principal component analysis (PCA) has been 

incorporated in order to decrease the amount of time that the methods consume. Once the 

PCA analysis has been conducted, the data that has been judged to be the bare minimum in 

terms of data must be supplied with the greatest amount of information. After the birch 

algorithm has been applied, the data has been compared based on the accuracy of the birch 

algorithms. The accuracy of the model has been evaluated using several metrics, including f1, 

precision, and recall, and the correctness of the model has been studied and compared to 

other models that have been deployed. 
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4.2   K-means algorithm 

 

 

 
 

 
 

Figure 7. implementing K-means algorithm  

 

To determine how well this model can predict, the k means method has been built and 

evaluated ( Figure 7 ). In addition, as previously indicated, the PCA algorithm has been 

applied for all unsupervised algorithms in order to minimise the execution time and 

complexity of the algorithms. Immediately after the implementation of the k-means 

algorithm, the next algorithm was constructed using the other kind of machine learning 

algorithms available. 
 

4.3 Agglomerative Clustering  
 

 

 
 

Figure 8. implementing Agglomerative clustering  
 

 
 The data has been evaluated using the agglomerative clustering model (Figure 8), which is now 

being implemented as the next model. Groupby function was built so that the data could be fed into 
the model in groups of three or four. The code was iindexed with 0 and 1 so that it could pass the 

values for the damage for the aircrafts that were being fed into the model correctly. The model's 

performance was evaluated by creating a heatmap based on the accuracy assessment, which will be 
refined in the next months. As the next model in this algorithm, it was implemented as the next model 

in this algorithm. 
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4.4 DBSCAN  
 

It was necessary to assess the data after it had been put into the DBSCAN model ( Figure 9) 

so that it could be determined to what extent it could be used to forecast the damage rate in 

aeroplanes. The most important information from the data was input into the model, and the 

same method was followed for the examination of all unsupervised machine learning 

algorithms, including the ones that were used in the study. After that, the information was 

sent into the next modelling process.... Their accuracy measures were used to evaluate the 

model, which was subsequently analysed. It was time to put the next model into action! 

 

 
 

Figure 9 : implementing and applying confusion matrix fro DBSCAN 

 
 

4.5 OPTICS 
 

 
 

Figure 10. OPTICS model 
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While compared to other algorithms, the OPTICS algorithm's performance ( Figure 10 ) and unique 

style of techniques were taken into consideration when developing the algorithm. The optics method 
was implemented in a similar manner as the previous algorithm, using the same computer language. 

Further analysis of the data was carried out using the code in order to forecast the target that was 
being further evaluated alongside the data. The accuracy of their models was assessed based on the 

overall performance of the models..  
 

4.6 Mini- batch K means 
 

 
Figure 11. Mini batch K-means 

 
Mini batch k means is a prediction method that is more accurate in terms of accuracy than the K-

means algorithm, and it works in a similar way to the K-means algorithm. This was done in order to 
see how far the data might be analysed (Figure 11) further with the help of these models. The f1 

score, precision, and recall metrics were found to be more accurate in their prediction, and it is 

obvious from the study that both the k-means and the Mini batch k-means did well in terms of 
prediction. 

The data was then placed into a supervised learning technique, where each data point was subjected to 
parameter adjustment in order to improve accuracy as well as to determine how effective supervised 

learning is in terms of prediction. After then, the data was examined and predictions were made based 
on the data. 

 

5 Supervised learning algoritms  
 

5.1 Logistic regression: 

 

The first model that was implemented in Supervised learning was to be the Logistic regression (Figure 

12), once after the validated data has been moved into the model, the paramter tuning for each 

parameters were implemented, each parameter has a score  of accuracy based on them that was 
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actually chosen for the analysis. The data was then applied with different metrics to be evaluated. 

Along with the parameters the standard and mean test score has been fed into the model.  

 

 
Figure 12. Logistic regression implementation 

 
The supervised learning being one of the more accurate in predictionns when compared to the other 

unsupervised learning techniques. The analysis carried out using supervised learning algorithms were 

more higher in results, their results were above 70 %. The whole process being carried out has the 

same method of implementation with different paramteres and they were tuned accordingly as to have 

an higher accuracy rate. Based on the metrics, the accuracy of each model has been evaluated as to 

check how far the data has been analyzed and have a good prediction rate among the models.  

 

5.2 Decision tree algorithm 

 

 
 

Figure 13. Decision tree classifier 

 

The data that has been further studied has really produced the data; the prediction of each model 

changes, as does their score in parameter tuning; the models being run with the same methods of 
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model are to be detailed in further detail in the next parts. The analysis that is now being conducted is 

aimed at anticipating the harm that the birds would do to the aircraft. Once the test results have been 

received and analysed, the model may be assessed. The decision tree classifier was selected since it 

was more distinctive in its performance. The model was then developed using the parameters that 

were provided by the user. 

 

5.3 AdaBoost Classifier 

 

  
Figure 14. AdaBoost Classifier implementation  

 

The boosting algorithm, also known as the adaboost classifier, was designed in order to test their 

effectiveness, and it was also implemented in order to reduce the bias and variance. When it came to 

implementing the model, we used the same implementation method that we had used in the previous 

phases. a situation in which the algorithm was to be in the same boosting notion and the data was to 

be fed into and evaluated.  

 

5.4 Ridge Classifier 
 

 
Figure 15. Ridge Classifier implementation 

 

 

When their samples of classes are dependent over the linear subspaces, which is accomplished by the 

ridge regreesor, the same performance is carried out in the subspaces where their samples of classes 
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are reliant over the linear subspaces The analysis and prediction of the target using the ridge classifier 

will be more accurate in terms of prediction since it will be possible to see how far the data has been 

utilised to analyse and forecast it. The moel was assessed in accordance with the measures that were 

applied. 

 

5.5 Gaussian Process Classifier  

 

 
Figure 16. Gaussian classsifier implementation 

 

Because the gaussian process classifier (GPC) is more accurate in terms of prediction, it is necessary 

to check how far the data is to be analysed using this model, which is known to be generalised 

concepts of the gaussian probability distribution from the gaussian process classifier (GPC). The 

model's performance was evaluated based on the accuracy rate that was achieved by the model in 

terms of prediction.. 

 

5.6 Random Forest Algorithm 
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Random forest classifier algorithm was implemented into the analysis as it is to be one of the best 

predicting algorithm. The data being fed into the model needs to be more accurate in terms of 

prediction and the evaluation takes place in terms of the applied metrics. Random forest being one of 

the possiblity of developing more uncorrelated trees were implemented using the feature boosting and 

randomization technique as to make the model to be more accurate in terms of prediction  
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