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1 Introduction

The research is related to the knowledge distillation of the Resnet50 model for ocular
diseases analysis. All of the information pertaining to the hardware and software used at
the time of conducting research is contained in this configuration manual. Additionally,
every library, class, function, and script used in doing the research is explained in this
manual. This manual includes snapshots that demonstrate each stage, including how to
execute the research code, how to set up an environment, and how to install suitable
packages. Additionally, snapshots covered in this manual were data import procedures,
image analysis techniques, data augmentation, and transformation procedures, and re-
search verification procedures.

There are five sections in this configuration manual. The hardware requirements are
explained in the first section, the data gathering is explained in the second, the data
analysis is explained in the third, the model specification is explained in the fourth, and
the model evaluation and comparison are explained in the final section.

2 Environmental Setup

The hardware and software utilized to conduct the research are described in this section.

2.1 Hardware Requirements

Figure 1: Hardware Configuration

As can be seen from the snapshot (figure 1) that the processor used for performing the
research is the 10th Generation Intel(R) Core (TM) i5-10300H CPU @ 2.50GHz, with 8
GB (RAM) of installed memory, 237GB SSD, and a 64-bit Windows 10 operating system.
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2.2 Virtual Environmental

The ‘thesiskernel’ virtual environment is created for this research. The command is used
to create VM. To create in Jupyter Notebook following steps have been taken:

1. I opened the command prompt by entering cmd in the windows search option and
entered the ’cd’ command with the directory named ‘D:/NCI/Research in Comput-
ing/’ to change the directory of the folder.

2. To create a new virtual environment (python -m venv Thesis) command is used.

3. To link this environment with the Jupyter notebook kernel, the following command
is used: ipython kernel install –user –name = thesiskernel.

4. Finally activated the environment with the command: Thesis\Scripts\activate.

Figure 2 shows the virtual environment in the command prompt.

Figure 2: Virtual Environment Setup

All the installed libraries are stored in the Requirements.txt file using the commands:

pipfreeze > Requirements.txt

Figure 3: Requirement File Creation Command

This requirement file gives all libraries and packages with their version related to
this research environment setup. All libraries and packages can be installed using one
command:

pip install -r Requirements.txt
This research is using the Jupyter Notebook to run code and visualize the output of

the research.From figure 4 it can be seen that the ‘thesiskernel’ environment has been
used to perform this research.
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Figure 4: Jupyter Nootebook Kernel

2.3 Software Specifications

Software with Versions:
Anaconda(anaconda3) Version conda 4.13.0
Jupyter Notebook Version 6.1.4
Python Version 3.8.5
TensorFlow Version 2.7.0

3 Data Gathering

The data relating to multiple labeled ocular diseases fundus images are collected from
the Kaggle website:

https://www.kaggle.com/datasets/jr2ngb/cataractdataset

4 Data Analysis

This section provides a snapshot of each piece of code used to accomplish the data analysis
task on images of ocular diseases.

4.1 Importing Libraries

Figure 5: Importing Libraries
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Different libraries, including NumPy, Pandas, Sklearn, Tensorflow, Keras, OpenCV,
Matplotlib, Seaborn, etc., were used to conduct the research. Figure 5 lists each of these
libraries.

4.2 Analyzing Images and Classes

Using the snapshot code mentioned above, the initialization of the dataset path and
the total number of images have been determined. Figure 6 shows the dataset path
initialization and visualizes the number of images in each class.

Figure 6: Describing the Labels and Tensors

4.3 Applying Data Augmentation Method

Figure 7: Data Augmentation

Since there are 300 images of normal, 101 images of glaucoma, and 100 images of each
retinal and cataract in the original dataset. The initial dataset needs balance. Two aug-
mentations methods: flipping and rotating are utilized to balance it. The augmentation
code used on the unbalanced dataset is displayed in Figure 7. The cv2.flip() function’s
1 parameter specifies vertical flipping and the cv2.ROTATE 180 parameter specifies the
180° clockwise rotation of the images. The balanced dataset folder path is where the
balanced data is kept.

4.4 Visualizing Balanced Dataset

Figure 8: Balanced Dataset Visulization
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The number of images in a balanced dataset is shown by the code in figure 8. A
balanced dataset had 303 images of glaucoma and 300 images of each normal, cataract,
and retinal disease.

4.5 Images Transformation and Storing Images in Tensors

Figure 9: Dataset Importing and Resizing

once the balanced folder has been created, balanced images are created and saved
there. Using the ‘image dataset from directory’ Keras library, both balanced and un-
balanced images have been imported into a Jupyter notebook. Figure 9 shows that the
image’s width and height are taken to be 256, the batch size is taken to be 32, and the
images have been cropped and shuffled. At the time of importing the images, the images
were resized and cropped.

4.6 Describing the Images classes and Batches

Figure 10: Describing the Dataset

The total number of classes and the manner in which the images are distributed in
batches are described by the code in Figure 10. Additionally, it explains the tensor
structure, size, and data type.

4.7 Visualizing the Transformed Images

Figure 11: Transformed Images Visualization

The 9 resized and cropped images are visualized by the code in figure 11. The 3x3
matrix is used to display the images. The images are selected randomly.
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4.8 Splitting of Dataset

The code in figure 12 is splitting the dataset into training and testing samples. The ratio
used is 8:2. Which means 80% of the dataset was used for training purposes and 20% of
the dataset is used for testing purposes.

Figure 12: Splitting Dataset

5 Model Architecture Implementation and Compil-

ation

The code needed to implement the model is explained in this section.

5.1 ResNet50 Model Architecture (Teacher Model)

Figure 13: ResNet50 Model Architecture

The ResNet50 network is described in the code in Figure 13. The ’ImageNet’ pre-
trained weight is used by the ResNet50 model. The research uses the ResNet50 as a
teacher model. The model is trained using SoftMax activation and the 4 classes of ocular
diseases. The Summary of the model using teacher model.summary() function.

5.2 ResNet50 Compilation

Figure 14: ResNet50 Model Compilation

The compilation code of the ResNet50 model and training part is explained in figure
14 and figure 15. The model is trained with 32 batch sizes and 25 epoch sizes.
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Figure 15: ResNet50 Model Training

5.3 CNN12 Model Architecture (Student Model)

Conv2D, MaxPool, and Dropout are applied to generate the CNN12 model. Conv2D’s 6
layers were each 2 layers processed through a different filter. Figure 16 displays CNN12’s
model architecture code as well as a summary of it.

Figure 16: CNN12 Model Architecture

5.4 CNN12 Compilation

Figure 17: CNN12 Compilation

Figures 17 explain the CNN12 model’s compilation code and training part. 20 epoch
sizes and 32 batch sizes are used to train the model.

5.5 Distiller Model Architecture

Figure 18 code shows how this research made the distiller class. This research used the
distiller class to balance the ResNet50 model’s logit probability with the CNN12 model
logit probability. The temperature parameter, which is an optimizing parameter utilized
in this class, aids the CNN12 model in achieving accuracy comparable to the ResNet50
model. Distillation loss is the difference in logit between the CNN12 model and the
ResNet50 model. We need to change the temperature parameters in order to reduce
distillation loss.

5.6 Distiller Model Compilation

Figures 19 explain the CNN12 distiller model’s compilation code and training part. 20
epoch sizes and 32 batch sizes are used to train the model.
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Figure 18: Distiller Model Architecture

Figure 19: Distiller Model Compilation

6 Model Evaluation and Comparison

The entire code in this section is used to compare and visualize balanced versus unbal-
anced dataset models.

6.1 Models Evaluation and Visualization

Figure 20: Accuracy and Loss Visualization

6.2 Ocular Diseases Datasets Result Analysis
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Figure 21: Test Accuracy Evaluation

Figure 22: Unbalanced Dataset Results

Figure 23: Balanced Dataset Results

Figure 24: Comparison Between Balanced and Unbalanced Results
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Repositories 

1.1 GitHub Repository 

https://github.com/SaurabhNCI/Reseach-Project/tree/main 

 

 

1.2 Kaggle Dataset Repository 

https://www.kaggle.com/datasets/jr2ngb/cataractdataset 
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2. https://www.tensorflow.org/api_docs/python/tf/keras/ 
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