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1 Introduction

The hardware and software used in the project for the prediction of cervical cancer using
deep learning architectures are described in this configuration manual. To replicate the
findings and create a cervical cancer prediction model, follow the instructions in this
handbook.

2 System Specification

This section will provide the hardware and software requirements necessary to carry out
this project.

2.1 Hardware Requirement

Below is a discussion of the system specification used to implement all of the experiments.
Figure 1 shows the hardware specification of the system.

Figure 1: Device Specification

• Device name: Mohit.

• System Processor: Intel(R) Core(TM) i5-5250U CPU @ 1.60GHz 1.60 GHz.

• Installed RAM in System: 8.00GB.

• System Type: 64-bit operating system, x64-based processor.
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2.2 Software Requirement

Some of the basic software requirements for this project are listed below.

• Windows Edition: Windows 10.

• Scripting Language: Python 3.9.13.

• Tools: Jupyter notebook.

2.3 Resources and Specification

Figure 2 it is clearly observed the resources and their specifications used during the pro-
ject.

Figure 2: Resources and Specification

3 System Specification

3.1 Python

Python is being used to carry out this study endeavour. It has an impressive and note-
worthy amount of Deep Learning and Machine Learning supporting models. It also
features several libraries and some modules that aid in efficient pre-processing, image
alterations, usability, and implementation. The most recent version of Python must
therefore be downloaded to run the script on the PC. The software installer for the se-
lected version can be downloaded by going to the Python websites. Figure 3 shows a
screenshot of the Python version installed. Figure 4 shows the website from where you
can download the desired version of python.
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Figure 3: Python Version

Figure 4: Python Website

3.2 Anaconda

The Anaconda package will be downloaded next. It offers a variety of intuitive Python-
based IDEs that may be used for code development and result viewing. Jupyter Notebook
and Spyder are the two most used IDEs that are pre-installed in Anaconda Navigator.
After successfully downloading and installing Anaconda Navigator, a number of IDEs are
displayed so that the developer can choose one that best suits their needs. Jupyter IDE,
one of the accessible IDEs, is utilized in this study project. In figure 5 home page of the
anaconda can be viewed. You can download anaconda from its official website as shown
in figure 6. Anaconda is free to download and use.
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Figure 5: Anaconda

Figure 6: Anaconda Website

3.3 Data Source

The data used in this project is downloaded from GitHub shown in figure 7 which is
publicly accessible by everyone. There are 93 EDF pictures in this dataset. According
to the Bethesda method, these images are stacked from the slides and divided into three
test categories: LSIL (Low-grade Squamous Intraepithelial Lesions), HSIL (Highgrade
Squamous Intraepithelial Lesions), and negative. In this set of data, 2705 nuclei have
been manually designated, and CSV files with the associated labels are included. This
data distributes 16 negatives, 46 LSIL, and 31 HSIL pictures, with 238 indicated nuclei
in each group and 1536, 931, and 931, respectively.
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Figure 7: Data Set

4 Implementation of Cervical Cancer Prediction Pro-

ject

Jupyter Notebook should be started from the installed navigator, as seen in Figure 8. A
new tab in the browser is opened as you start the Jupyter IDE.

Figure 8: Jupyter Notebook Home

4.1 Step 1

The first step is to install important libraries before executing the programs that are
going to be used in the models.
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4.2 Step 2

Secondly, In this project import all the required libraries as shown in figure 9.

Figure 9: Libraries Used

5 Import Data

In this step of the project, import the data to perform the required tasks for the result
as observed in figure 10.

Figure 10: Import Data

6 Data Loader

After importing data, Data Load is loaded for further processing and stored in two dif-
ferent arrays images and labels as shown in figure 11.

Figure 11: Data Loader
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7 Iterating through all files

In this part of the project, we check all the files if they belong to CSV then we load,
reshape and resize Images after this we store the images and labels as shown in figure 12.

Figure 12: Load, Reshape, resize and Store

8 Converting list to NumPy Array

Now convert the list of images to a NumPy array as shown in figure 13.

Figure 13: Coveting list to NumPy

9 Shuffling Images and Labels

After converting the list of images to NumPy array the next step is to shuffle the images
and labels as shown in figure 14.

Figure 14: Shuffling Images and Labels
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10 Splitting Data in Categories

Now the data is split into three test categories which are LSIL (Low-grade Squamous In-
traepithelial Lesions ), HSIL(Highgrade Squamous Intraepithelial Lesions), and negative
based on the Bethesda method. In figure 15 we can see the images which are categorised
L, H, N as LSIL , HSIL and negative respectively. (Zhang et al.; 2020).In figure 16 code
for this splitting of data can be seen.

Figure 15: Data Category

Figure 16: Data Category Code

11 Apply Gaussian Blur on SRC Image

Now we apply Gaussian blur filter on SRC images to produce an output in 3 sections
that is the original image, Gaussian image and the sharp image as shown in figure 17.
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Figure 17: Gaussian Blur on SRC Image

After applying Gaussian blur sample data is been collect as shown in figure 18.

Figure 18: Sample Data

12 data Pre-processing

Now data pre-processing is conducted for the data so that model fits in the real-world
scenario (William et al.; 2018). In this step need to set the rotation range to 40, hori-
zontal flip as true, shear range, zoom range and validation split to 0.2 respectively also
rascal to 1/255. As shown in figure 19.
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Figure 19: Data Pre-processing

13 Data Augmentation

Anyone can use data augmentation to develop faster, more accurate machine learning
models while reducing their dependency on the preparation and acquisition of training
data. In figure 20 it is observed the script used for data augmentation (Zhang and Liu;
n.d.).

Figure 20: Data Augmentation Code

After applying the data augmentation over the dataset in figure 21 result can be seen.
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Figure 21: Augmented Data

14 Model Development & Training for Prediction of

Cervical Cancer

Here all the models developed and trained in the project are explained.

14.1 InceptionV3 Model

In figure 22 and figure 23 the process of development and training of the inceptionV3
model step can be seen (Szegedy et al.; 2015). The model is trained on 50 epochs.
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Figure 22: Inception v3 Mode Defining

Figure 23: Inception v3 Model Training

After training of Inception V3 model, result can be evaluated in the figure 24.

Figure 24: Inception v3 Result

14.2 Custom Model

In this model, multiple customer layers are implemented to check and trained as shown
in figure 25.

12



Figure 25: Custom Model

In figure 26 training of custom model can be observed.

Figure 26: Training custom model

After running for 50 epochs, In figure 27 output can be observed.

Figure 27: Outcome custom model

14.3 GAN Model

In this section of the project all the steps taken for the GAN model are explained.
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14.3.1 select a real sample for the GAN model

As shown in figure 28 selecting the real sample from the data can be observed.

Figure 28: Selecting Real Samples

14.3.2 Generate points in Latent Space as Input for the Generator

In figure 29 it is shown that the Points are generated in latent space which are work as
input for the generator in GAN Model.

Figure 29: Generate Points in Latent Space

After generating inputs for the generator, a sequence of fake samples was also created
with class labels and then a custom active function was created as shown in figure 30 and
figure 31 respectively.

Figure 30: Generate Fake Samples
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Figure 31: Custom Activation Function

Furthermore definition of the standalone supervised and unsupervised discriminator
models are performed also define the standalone generator model as shown in figure 32
and figure 33 also in 34 output layer node and unsupervised output can be seen.

Figure 32: Standalone Supervised and Unsupervised Discriminator Models

Figure 33: Output Layer Node and Unsupervised Output
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Figure 34: Define the Standalone Generator

For updating the generator, the Discriminator and Generator models are combined
as shown in figure 35.

Figure 35: Combined Generator and Discriminator Model

Now generate samples and save them as a plot and save the model as shown in figure
36.
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Figure 36: Generate Samples and Save as a Plot

After successfully combining both generator and discriminator, training of both has
been performed, then calculate the number of batches per training epochs and manually
enumerate epochs also perform updates on unsupervised and supervised discriminator
and generator as shown in figure 37.

Figure 37: Training of Generator and Discriminator

In the next step create the discriminator models, create the generator, create the
GAN, load image data and train the GAN model at 50 epochs and calculate the Accur-
acy, Precision and Recall values as shown in figure 38 and figure 39 respectively.

Figure 38: Train GAN Model
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Figure 39: GAN Model Result

In figure 39 it can be observed that Accuracy, Precision and Recall is 97

15 Comparison of Models

In this part of the report, a comparison-based on accuracy, loss and Precision are done
for a better understanding of the difference between models and which model generates
better results.

15.1 Test Accuracy Comparison

Firstly, the comparison is done on the base of Accuracy as shown in figure 40.

Figure 40: Test Accuracy Comparison Inspection V3 and Custom Model

In above Figure 41 it can be observed the graph plot between Inspection V3 and
the Custom model whereas in figure 41 graph plot for the GAN model is for accuracy
comparison.
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Figure 41: Test Accuracy Comparison GAN Model

15.2 Test Loss Comparison

Now the comparison is done based on the Loss in the models as shown in figure 42.

Figure 42: Test Loss Comparison Inspection V3 and Custom Model

In above Figure 42, observed the graph plot between Inspection V3 and Custom model
whereas in figure 43 graph plot is for the GAN model for loss comparison.

Figure 43: Test Loss Comparison GAN Model

15.3 Test Precision Comparison

In figure 44 and figure 45 it is observed how comparison is done on behalf of precision.
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Figure 44: Test Precision Comparison

Figure 45: Test Precision Comparison

16 Other Software Used in Project

We used the overleaf to provide documentation for the thesis. How Overleaf can be
utilized for documentation is seen in Figure 46.

Figure 46: Overleaf
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