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1  Introduction  
  

Various components required for the research have been documented in this configuration 

manual. The specification for hardware as well as software, environment setup and code 

artefact snapshots have been documented as follows to give a brief idea about the steps 

performed to implement the project and achieve the aims of the research. The main tasks 

performed are:  

  

i. Data selection & collection   

ii. Data cleaning and pre-processing  

iii. Data Transformation  

iv. Data Mining  

v. Aspect Extraction  

vi. Sentiment Analysis  

vii. Final Evaluation   

  

  

  

2  System Configuration  

2.1 Hardware  
The hardware component used for the project implementation are as follows in Table 1.  

  

Table 1- Hardware Components   

  

Machine Model  HP Pavilion  

Operating System  Windows  

Processor  Intel(R) Core (TM) i7-10510U CPU @ 1.80GHz   2.30 GHz  

RAM  8.00 GB  

Graphics  None  

GPU  None  
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2.2 Software  
Below Table 2 mentions the tools, libraries and programming language used in this research 

project.  

Table 2 - Software Components   

  

Tools  Jupiter Notebook  

Excel  
Text Notebook  

Libraries  Langdetect  
Gensim 
Textblob spaCy  
Matplotlib  

  

  

3  Project Development  

3.1 Data Selection and Collection  
The Datafiniti’s Business Database has made a hotel review dataset of 1000 reviews available 

on Kaggle1. This dataset in in csv format and hence following code is used to load the data in 

the data frame. The code and structure of data frame is shown in Figure 1.  

 

3.2 Data Cleaning and Pre-processing  
The two columns, reviews.text and reviews.title in the dataset are observed to the hotel guest 

reviews. Since these two columns are useful for the research they are combined into one column 

to make the data cleaning and pre-processing easier. Using the langdetect library the non-

English reviews are filtered out from the data frame. Further the data is cleaned as per below:  

• Special characters such as ‘@’, ‘#’, ‘!’, etc., removal  

• Single characters removal  

 
1 https://www.kaggle.com/datafiniti/hotel-reviews  

  

  
Figure 1 -   Da ta loa ding   

  

https://www.kaggle.com/datafiniti/hotel-reviews
https://www.kaggle.com/datafiniti/hotel-reviews
https://www.kaggle.com/datafiniti/hotel-reviews
https://www.kaggle.com/datafiniti/hotel-reviews
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• Punctuation removal (except full stop)  

• Digit removal  

  
  

All these reviews are stored in a text file called review.txt. The objective to create a new file is 

to make the code reproducible and avoid any unnecessary code run if the clean review file 

already exists. This saves time and resources. The snapshot of the code used to achieve this 

task is below in Figure 2.  

  

 
The cleaning task continues with lemmatization and tokenization of text and also the removal 

of stop words. For this task the spaCy library is used. Few of the custom stop words are also 

added to the list of stop words available with spaCy library. The revies are then appended to a 

list of list where review is seperated on the basis of full stop. Here each sentence is the 

considered as one review which helps do the analysis on a granular level.  These words are 

discovered during the initail phase of LDA topic modelling. These words have been added after 

analysing the frequent words in the review set which do not add any value in the textual 

analysis. Post these steps the tokenised set of reviews are saved in a goodtext.csv file for the 

same reason stated above. Code snap shot for the same is below in Figure 3.  

  
Figure   2 -   Data  Cleaning (1)   
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Figure 4 below shows how the textual data looks like after its imported from the goodtext.csv 

file into a list.   

  

 
Figure 4 – Clean text  

  
Figure 3 -   Data Cleaning (2)   
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3.3 Data Transformation  
The goodtext list as shown above, is used to prepare a dictionary and a corpus which will be 

used by the LDA model to topic modelling. The unwanted empty lists and full stops seen in 

Figure 4 are removed from the dictionary to have more accuracy in the task of topic modelling.   

  

3.4 Data Mining  
Data mining is performed on the textual data using the LDA model of topic modelling. The 

topic modelling facilitated the extraction of aspect from the review text. For each aspect a text 

file is created and reviews matching any aspect is placed in its respective text file. This text 

categorization task helped division of aspect wise reviews in an easier manner.  

  

3.4.1. Topic Modelling – Baseline LDA model  

A baseline LDA model with number of topics 4 is run at first. This model helped discover four 

aspects – room, food, location, staff. The topics are still unclear and not easy to identify. The 

calculated coherence score is very low – 0.2983. Following is the code for first LDA model in 

Figure 5, along with the model visualization in Figure 6.  

 
  

  

  
Figure 5   –   Baseline  LDA model   
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3.4.2. Hyperparameter Tuning  

The hyperparameters of LDA are num_topics, alpha and eta. To find the optimal value for these 

hyperparameters the model is run on a with a range of values for these parameters and 

coherence score is calculated. The model is run changing the value of one parameter at a time 

and keeping the rest of the parameters constant. Following Figure 7 and Figure 8 show the code 

used for same.  

 
  

  
Figure 6  –   Baseline  LDA model v isualozation   

  

  

  
Figure 7  –   Defination  to compu te coherence   



7  

  

  

 
Figure 8 – Code to set range of values to hyperparameters  

  

The result of the hyper tuning is saved in a csv file named lda_tuning_results.csv. This result 

is analysed using filters in Excel. Following is the analysed result in Table 3. The highlighted 

row displays the most optimal values for the hyperparameters.  

  

Table 3 – Hyperparameter Tuning Results  

Validation_ Set  Topics  Alpha  Beta   Coherence  

100% Corpus   8  asymmetric  0.91   0.503231258  

100% Corpus   9  asymmetric  0.91   0.500581261  

100% Corpus   9  asymmetric  0.61   0.494660459  

100% Corpus   7  asymmetric  0.61   0.491913908  

 100% Corpus    10    0.01    0.91    0.472133629   

100% Corpus   7  0.01  0.91   0.471055795  

100% Corpus   8  symmetric  0.91   0.462420889  

100% Corpus   5  0.01  0.91   0.460108454  

100% Corpus   8  0.01  0.91   0.458805676  
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3.4.3. LDA model with tuned hyperparameters  

The LDA model which was run with tuned hyperparameters yields a much better result. It also 

helps learn two more hidden aspects in the dataset – Amenities and Value for Money.  

The coherence score of this model is 0.4767 which shows 62% increase in the performance. 

The code for this model and coherence calculation is as follows in Figure 9.  

 
   

3.4.4.  Aspect Extraction and Text Categorization  

Depending on the topics by the hyper tuned LDA model six aspects are extracted. The aspects 

are extracted by analysing the topics displayed below in Figure 10.  

 
  

Aspects staff, room, location, food, amenities and value for money are identified along with the 

related frequently occurring words using the LDA topic modelling. These words are then 

appended in a list for each aspect as shown below in Figure 11.  

  

  

  
Figure 9  –   Hypertuned  LDA mod el   

  

  

  
Figure 10  –   LDA  T opics   
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Figure 11 – Aspects and related words in a list  

  

Once the aspect list is ready it is matched one by one with each review item in the goodtext list 

and a similarity score is calculated. To calculate this similarity score the similarity method from 

the spaCy library is used. The review which has the highest similarity score with the a particular 

aspect is stored in its respective aspect txt file. The code for same in below in Figure 12 and 

Figure 13.  

 
  

  

  

  
Figur e 12  –   Function  to calculate similarity   
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Figure 13 – File creation for each aspect and its respective reviews based on similarity score  

  

The snapshot of the room.txt file created is below in Figure  
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3.5 Sentiment Analysis  
The TextBlob library is used to calculate the polarity of each review file wise and following is 

its code in Figure 14. Each aspect file makes use of the custom function - getPolarity() for 

sentiment analysis and this is further visualized for each file. For staff as aspect sentiment 

analysis visualization see Figure 14.  

  

 

  
Fig ure 14  –   Sentiment  analysis   

  

  
Fig ure 15  –   Staff  aspect  sen timent analysis   



12  

  

  

  

  

The result is aggregated into one single data frame as shown in Figure 16. Also a visualization 

for the aggregated results is seen in Figure 17.  

  

 
   

  

  

  
Figure 16  –   Result  aggregation of sentiment analysis of al l aspects   

  

  
Figure 17  –   Aspec t wise  Sentiment  Analysis    


