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1 Hardware/Software Requirements 
 

This configuration manual describes the procedures taken while running the scripts adopted 

in this research. These instructions will help you run the code successfully. This manual also 

includes information on the machine's hardware configuration in which the code was 

executed. The minimal setup required for the system is also described.  The process flow of a 

Convolutional Neural Network (CNN) is covered in this manual, as well as VGG19, 

InceptionV3, MobileNet, and ResNet50 are image classification algorithms that use transfer 

learning. 

 

2 System Specification 

2.1 Hardware Requirements 

The hardware specifications for the system on which the research project is executed are as 

follows: 

• Processor: AMD Ryzen 5 3500U  

• Storage: 100 GB. 

• RAM: 8GB. 

 

2.2 Software Requirements 

The following software is necessary to carry out the experiments: 

• Windows Edition: Windows 10 Home. 

• Integrated Development Environment: Google Colab  

• Scripting Language: Python 3.7 

• Cloud Storage: Google Drive. 

• Microsoft Tools: Microsoft Excel 

• Other Tool: Jupyter Notebook, Anaconda Navigator (64 bit), Notepad ++ 

 

3 Setting up environment 

3.1 Anaconda Setup 

Anaconda Navigator 64-bit configuration is required. First, open anaconda cmd to create an 

environment for this research using the below statement. 

 

 
 

Then type anaconda navigator into the start menu. Launch Anaconda Navigator by searching 

for it. The next screen you will see is as fig 1. select e-commerce environment. On the 

Anaconda platform, there are a variety of navigations and applications. Jupyter Notebook 
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will be utilized for this project. The Jupyter notebook will open in Chrome on port 8888 by 

default. 

 

 

Figure 1 Anaconda Navigator 

3.2 Colab Setup 

Google Colaboratory environment settled. Fig 2 below can help grasp that concept better. 

 

 

Figure 2 Google Colaboratory 

 

4 Data Selection 
 

The data collection can be found on Kaggle's dataset repository1 This experiment uses the 

'Flipkart Products' dataset shown in below figure 3. This dataset repository has the raw data 

CSV file and has around unique 20000*15 records. 

 

 

 
 

 
1 PromptCloud (2017) Flipkart Products. Available at: https://kaggle.com/PromptCloudHQ/flipkart-products (Accessed: 9 December 2021). 
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Figure 3 Kaggle Flipkart Dataset 

 
5 Database Creation 
 

Images are imported from the CSV downloaded from Kaggle using the escaping method. 

BeautifulSoup tool was used for this. First, to create a dataset, we must activate the e-

commerce environment, as shown in fig 4. Then scape.py file needs to be run to import the 

image. Filescrap code is as illustrated in fig 5. 
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Figure 4 Image Scrap 

 

 

Figure 5 Web scrapping Code 

The crawlers gathered data from the column image URL content in this CSV and imported 

the picture path. That image was saved in the correct folder for the category. It produced a 

log folder with a log file containing failure warnings while downloading images by using the 

logger function. 
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Figure 6 Log Code 

 
After that count, check for better understanding using the below fig 7 command. 

 

 

Figure 7 File Count To Check 

There was 27 category after this. Categories were manually split for more apparent 

appreciation since there were multiple levels of categorization. So after cleaning, there are 15 

categories with fewer images, so using the augmentation process, images are imported. Image 

augmentation is shown in 8. Count of cleaned categories and after augmentation process is 

given in snip no 9. Then these image data are saved, zipped and uploaded on google drive. 
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Figure 8 Augmentation Code 

 

 

Figure 9 Count 

6 Implementation 
The libraries in fig 10 need to develop in this project are below. 

 



7 
 

 

 
Figure 10 Library List 

6.1 Importing Data 

As seen in figure 11, mounting the google drive to the colab notebook. Select the Gmail 

account from the URL and enter the authentication code. 
 

 

 

 
Figure 11 Google Drive Mount 

 

Figure 12, Keras & TensorFlow library imported. 
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Figure 12 Keras-Tensorflow import 

Test directory, train directory, image size and classes are set in figure 13. then a training 

dataset was created. 

 

 

Figure 13 Dataset create 

 

Dataset is split into training and testing ration 70:30, as shown in figure 14. 
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Figure 14 Split DS for Model Training 

 

There were three experiments conducted in this research to archive the aim. 
 

6.2 Experiment 1: Effectivity of CNN Model 
 

The CNN model is shown in figures 15 a and 15b. 
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Figure 15. a CNN 

 

Figure 15. b CNN 
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6.3 Experiment 2: Effectiveness of transfer learning models like VGG19 

and InceptionV3. 
 

In this experiment, both models use pre-trained ImageNet weights shown in VGG19 in fig 16 

and InceptionV3 in fig 17. 

 

 

Figure 16 VGG19 
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Figure 17 InceptionV3 

 

6.4 Experiment 3: Effectivity of transfer learning models like ResNet50 

and MobileNet model. 
 

Transfer learning models are better as they save time. Below fig 18 and 19 shows an 

implementation of model ResNet50 and MobileNet, respectively. 
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Figure 18 MobileNet 

 

Figure 19 ResNet50 
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7 Evaluation & Result 
In these steps, graphs are created using performance measures like Confusion matrix, 

classification Report and loss/accuracy versus epochs graph. Code for these graphs is shown 

in Figures 20,21 and 22. 
 

 

Figure 20 Accuracy\Loss verses Epoch 

 

 

Figure 21 Confusion Matrix 

 

 

Figure 22 Classification Report 

 

Inferencing on testing data is done to check model flow. 
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Figure 23 Inferencing Code 

 
 
 

 


