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Vrushali Surve
Student ID: x19212712

1 Hardware/Software Requirements

This configuration manual describes the procedures taken while running the scripts adopted
in this research. These instructions will help you run the code successfully. This manual also
includes information on the machine's hardware configuration in which the code was
executed. The minimal setup required for the system is also described. The process flow of a
Convolutional Neural Network (CNN) is covered in this manual, as well as VGG19,
InceptionVV3, MobileNet, and ResNet50 are image classification algorithms that use transfer
learning.

2  System Specification

2.1 Hardware Requirements

The hardware specifications for the system on which the research project is executed are as
follows:

e Processor: AMD Ryzen 5 3500U

e Storage: 100 GB.

e RAM: 8GB.

2.2 Software Requirements

The following software is necessary to carry out the experiments:

Windows Edition: Windows 10 Home.

Integrated Development Environment: Google Colab

Scripting Language: Python 3.7

Cloud Storage: Google Drive.

Microsoft Tools: Microsoft Excel

Other Tool: Jupyter Notebook, Anaconda Navigator (64 bit), Notepad ++

3  Setting up environment

3.1 Anaconda Setup

Anaconda Navigator 64-bit configuration is required. First, open anaconda cmd to create an
environment for this research using the below statement.

(base) C:\Users\vrushalirconda create -n ecommerce python=3.7

Then type anaconda navigator into the start menu. Launch Anaconda Navigator by searching
for it. The next screen you will see is as fig 1. select e-commerce environment. On the
Anaconda platform, there are a variety of navigations and applications. Jupyter Notebook
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will be utilized for this project. The Jupyter notebook will open in Chrome on port 8888 by
default.

2
) ANACONDA NAVIGATOR <
L
Applications on ecommerce Refresn
@ Envionments s ° N
N  —

&% Community

Figure 1 Anaconda Navigator

3.2 Colab Setup
Google Colaboratory environment settled. Fig 2 below can help grasp that concept better.

Welcome to Colaborator
( Y G Share X o
File Edit View Insert Runtime Tools Help
+ Code +Text & CopytoDrive Connect - ¢ Editing A
| Table of contents X w / g

Q,  Getting started
Dt peionce €O What is Colaboratory?

<r .

Machine fearning Colaboratory, or 'Colab’ for short, allows you to write and execute Python in your browser, with

(x}  Moreresources

« Zero configuration required
» Free access to GPUs

8 section + Easy sharing

Machine learning examples

]

Whether you're a student, a data scientist or an Al researcher, Colab can make your work easier. Watch |ntroduction to Colab to find out more,
of just get started below!

Getting started

The document that you are reading is not a static web page, but an interactive environment called a Colab notebook that lets you write and
execute code.
For example, here is a code cell with a short Python script that computes a value, stores it in a variable and prints the result:
[ ] seconds_in_a_day = 24 ® 60 * 60
seconds_in_a_day

86400

Figure 2 Google Colaboratory

4 Data Selection

The data collection can be found on Kaggle's dataset repository® This experiment uses the
'Flipkart Products' dataset shown in below figure 3. This dataset repository has the raw data
CSV file and has around unique 20000*15 records.

1 PromptCloud (2017) Flipkart Products. Available at: https://kaggle.com/PromptCloudHQ/flipkart-products (Accessed: 9 December 2021).



kaggle Q B |

+ Create
@© Dataset
® Home
& Flipkart Products
Competitions -
20,000 products on Flipkart
f@ Datasets
S5 PromptCloud » updated 4 years ago (Version 1)
<> Code Y Y i 4
@ D Data Code Discussion Activity Metadata Download (38 MB) New Notebook H
Discussions
&  Courses
& Usability 10.0 e License CCBY-SA 4.0 % Tags
v More
Recently Viewed
#  Flipkart Products
Otto Group Product Ci. Context
Z4  The Movies Dataset This is a pre-crawled dataset, taken as subset of a bigger dataset (more than 5.8 million products) that was created by extracting data from Flipkart.com, a leading

Indian eCommerce store

Figure 3 Kaggle Flipkart Dataset

5 Database Creation

Images are imported from the CSV downloaded from Kaggle using the escaping method.
BeautifulSoup tool was used for this. First, to create a dataset, we must activate the e-
commerce environment, as shown in fig 4. Then scape.py file needs to be run to import the
image. Filescrap code is as illustrated in fig 5.



vrushali>conda activate ecommerce

(ecommerce) C:\Users\vrushali>d:

(ecommerce) cd D:\thesis-project\code\flipscrap
(ecommerce) D:\thesis-project\code\flipscrap>python scrape.py

/img5a.flixcart.com/imag
//img5Sa.flixcart.com/ima g
: /altghtdp- isha-38-original-imaeh2d5npd
http://img5a.flixcart.com/image/short /altght-7-alisha-38-original -imaeh2d5]
inside

d112-double-foam-fabhomedecor-leatherette-black-leatherette-origin
f/y/thd112-double-foam-fabhomedecor-leatherette-black-leatherette-origin

f/y/thd112-double-foam-fabhomedecor-leatherette-black-leatherette-origin
peg
4 http://imgba.flixcart.com/image/sofa-bed/j/f/y/fthd112-double-foam-fabhomedecor-leatherette-black-leatherette-origin
-imaeh3geuy7d74g
hd112-double-foam-fabhomedecor-leatherette-black-1leatherette-origin

img5a.flixcart.com/imag 0 ed-as-454-aw-11-original-imaeebf
: //imgba.flixcart.com/image/ 7/red-as-454-aw-11-original - imaeebfwsdf

Figure 4 Image Scrap

import os, sys, requests
import pandas as pd

import time

from bs4 import BeautifulSoup
from random import randint
import re, logger

df
df

pd.read_csv("flipkart_com-scommerce_sample.csv")
df[["product', "imageurls']]

def download(url, filename) :
try:
with requests.get(url, stream=True, timeout=10) as r:
r.raise for status()
with open(filename, "wb') as f:
for chunk in r.iter content(chunk size=1024):
f.write (chunk)
except Exception as e:
logger.savelLog ()

for idx,data in enumerate(df['product']):
prods = str(data.replace('["","").replace('"]"',"")) . .split (" >> ")
if len(str(data.replace('["',"").replace('"]1',"")) .split (" >> ™))>=4:
# if prods[0] == "C1
folderName = prods[0] + os.sep + prods[1]
if not os.path.exists(folderName) :
os.makedirs (folderName)
iterator = df['"imageurls'][idx].replace('[","").replace(']","") . .replace(""', ") .split(",™)
for imgidx, imgurl 4in enumerate(iterator):
filename = folderName +os.sep+ imgurl.split("/")[-1]
download (imgurl, filename)
print (imgidx, imgurl)

ng'":

Figure 5 Web scrapping Code

The crawlers gathered data from the column image URL content in this CSV and imported
the picture path. That image was saved in the correct folder for the category. It produced a
log folder with a log file containing failure warnings while downloading images by using the
logger function.




import logging

from os import path, mkdir
Hif not path.exists("logs"):
- mkdir ("logs™)

Hlogging.basicConfig(filename="".
format="% 3 ime) s smessade) s
- filemode="a', level=logging.INFO)

~ 1

logger = logging.getLogger ()

def savelog(msg) :
logger.info(msqg)

Figure 6 Log Code

After that count, check for better understanding using the below fig 7 command.

(base) C:\Users\wvrushali>conda activate ecommerce

(ecommerce) C:\Users\vrushali>d:

(ecommerce) D:\>cd D:\thesis-project\dataset\scrap-dataset

(ecommerce) \thesis-project\dataset\scrap-dataset> *.* /s >> filecount.txt
"®_*' i5 not re zed as an internal or external command,

operable program or batch file.

(ecommerce) D:\thesis-projectidataset\scrap-dataset>dir *.* /s >> filecount.txt

(ecommerce) D:\thesis-project\dataset\scrap-dataset>cd D:\thesis-projecti\dataset\cleaned-dataset

(ecommerce) D:\thesis-project\dataset\cleaned-dataset>dir *.* /s >> filecount.txt

(ecommerce) D:\thesis-project\dataset\cleaned-dataset>cd D:\thesis-project\datasetlaug-dataset
(ecommerce) D:\thesis-project\dataset\aug-dataset>dir *_.* /s >»> filecount.txt

(ecommerce) D:\thesis-project\datasetlaug-dataset>dir *.* /s >» filecount.txt

(ecommerce) D:\thesis-project\dataset\aug-dataset>

Figure 7 File Count To Check

There was 27 category after this. Categories were manually split for more apparent
appreciation since there were multiple levels of categorization. So after cleaning, there are 15
categories with fewer images, so using the augmentation process, images are imported. Image
augmentation is shown in 8. Count of cleaned categories and after augmentation process is
given in snip no 9. Then these image data are saved, zipped and uploaded on google drive.



In [21: |#
import cvZ as cv
import glck
import numpy as np
from scipy import misc
import imageic
import os
import sys
import imgaug as ia
from imgaug import sugmenters as iaa
In [31
*_jpeg™)
files:
.imread (myFile, 1)
image_xrgk = cv.cvtColor (image, ov.COLOR_BGR2ZRCE) #change from BRS to RGEE
images .append (image_rgb)
[
iaa.CneO=s ([
iaa.GaussianBlur
isa.AverageBlux
iaa_MedianBlur {
11,
random order—True)
In [&
for i, image in te {images) =
image_augs = _augment_images{[image] * n_augs_per_image)
for j, image_sug in = ate(image_augs) :
imageic.imwrite{os.path_join{write_to_d {i, 3))., image_aug)
print {cs.path.join{write_ to dir,
D:/f/thesis—projects dataset/ saug-datasets/ /wrist-watchess,/000_00.3pg
D://thesis—project/ /dataset/ /aug-dataset, s st-watches,//000_01_3Jpg
D://thesis-project/ /dataset/ /aug-dataset// st—watches//000_02.3pg
D cjeect//datasen/ /aug-datasets/ st-watches//000_03_Jpg
D:/f/thesis—projects dataset/ saug-datasets /wrist-watchess,/000_04.3pg
D./sthesis—prod Lssdataset  faug—dataget/ Twrist-watches /000 05 Jog

Figure 8 Augmentation Code

Category Cleaned Count |Augmented Count
bags 189 1134
cookware 160 1120
fragrances 589 1178
infant-wear 279 1116
jewellery 336 1008
kids-clothing 493 986
kids-footwear 173 1038
mens-clothing 1239 1239
mens-footwear 225 1125
network-components 557 1114
school-supplies 692 1384
showpieces 445 890
women-clothing 1230 1230

women-footwear 1097 1097

wrist-watches 51 1020

Figure 9 Count

6 Implementation
The libraries in fig 10 need to develop in this project are below.



Import Required Libraries

° #Importing required libraries for all modals
import tensorflow as tf
graph = tf.compat.vi.reset_default_graph() #Clears the default graph stack and resets the global default graph

es from different places in tl
5 regarding time,

on
and representations

orks
to match filepaths
name "rzndom’

ns that make matplotlib work like MATLAB.
from keras.preprocessing i with image data, text date, and sequence data
From tensorflow.keras inport
From sklearn.netrics import classification_report

from tensorflow.keras.models import load model #used to measure the
from keras.applications
from tensorflow.keras.layers i
from tensorflow.keras.models i
from tensorflow.keras.layers i
from tensorflow.keras.models i
from sklearn.model _selection i
from sklearn.metrics i
from tensorflow.keras in
from keras.layers.core i
from keras.layers.convolutional import Convolution2D, MaxPooling2D #a convelution kernel i
from keras.applications i t V6619, InceptionV3, Xception, MobileNetV2, ResNet!
from keras.callbacks import EarlyStopping, ModelCheckpoint pping-Training will
from tensorflow.keras.layers im Conv2D, MaxPooling2D, Dense, Dropout, Flatten, Activation, BatchMormalization

ties

Fication algorithm.

of predictions from a clas:
ormance

train test_split
t confusion_matrix, Confusioni

for splitting data ar into two subsets: for training data and for testing data.
ng Confusion Matr:

ber of interconnecting neurons within a net
t to produce a tensor of outputs.,maxpooling- M
ncoding a batch of images

snport warnings
warnings. filterwarnings( ignore™)

Softmax activation

Figure 10 Library List

6.1 Importing Data

As seen in figure 11, mounting the google drive to the colab notebook. Select the Gmail

account from the URL and enter the authentication code.

E-Commerce Product Classification

[ ] # Mounting Google Drive locally
from google.colab import drive
drive.mount('/content/drive")

Mounted at /content/drive

Figure 11 Google Drive Mount

Figure 12, Keras & TensorFlow library imported.




° #deep learning API written in Python-version matching with 2.3.0
Ipip install keras==2.4.3

Collecting keras==2.4.3
Downloading Keras-2.4.3-py2.py3-none-any.whl (36 kB)
Requirement already satisfied: numpy>=1.9.1 in /usr/local/lib/python3.7/dist-packages (from keras==2.4.3) (1.19.5)
Requirement already satisfied: scipy>=0.14 in /usr/local/lib/python3.7/dist-packages (from keras==2.4.3) (1.4.1)
Requirement already satisfied: pyyaml in /usr/local/lib/python3.7/dist-packages (from keras==2.4.3) (3.13)
Requirement already satisfied: hSpy in /usr/local/lib/python3.7/dist-packages (from keras==2.4.3) (3.1.0)
Requirement already satisfied: cached-property in /fusr/local/lib/python3.7/dist-packages (from h5py->keras==2.4.3) (1.5.2)
Installing collected packages: keras
Attempting uninstall: keras
Found existing installation: keras 2.7.8
Uninstalling keras-2.7.0:
Successfully uninstalled keras-2.7.0
ERROR: pip's dependency resolver does not currently take into account all the packages that are installed. This behaviour is the source of th|
tensorflow 2.7.0 requires keras<2.8,>=2.7.0rc®, but you have keras 2.4.3 which is incompatible.
Successfully installed keras-2.4.3

[ 1 #an open source software library for high performance numerical computation -its matching for keras version 2.4.3-for model calculation
I'pip install tensorflow==2.3.0

Collecting tensorflow==2.3.8
Downloading tensorflow-2.3.0-cp37-cp37m-manylinux2010_x86_64.whl (320.4 MB)
| N RN | :20.4 B 9.9 kB/s
Collecting gast==0.3.3
Downloading gast-08.3.3-py2.py3-none-any.whl (9.7 kB)
Collecting numpy<1.19.0,>=1.16.0
Downloading numpy-1.18.5-cp37-cp37m-manylinuxl_x86_64.whl (20.1 MB)
| | 20.1 MB 1.3 MB/s
Requirement already satisfied: six»>=1.12.0 in /usr/local/lib/python3.7/dist-packages (from tensorflow==2.3.8) (1.15.0)

Figure 12 Keras-Tensorflow import

Test directory, train directory, image size and classes are set in figure 13. then a training
dataset was created.

*kids-clothing', 'kids-footwear', 'mens-clothing’, 'men *showpieces', 'women-cl

Yy (classes))

r*NoQ S 0N

def train_data():
y in classes:
path = os.path.join(directory,category)
class_num = classes. index(category)

for img in os.listdir(path):
img_array = cv2.imread(os.path.join(path, img), cv2. MREAD_COLOR)
RGB_img = cv2.cvtColor(img_array, cv2.COLOR_BGR2RGB)
new_img = cv2.resize(RGB_img, (img_size, img_size))
training_data.append([new_img, class_num])
print(’ reating for Training -', len(training_data))

# Calling Func

train_data()

reate Training Data

Figure 13 Dataset create

Dataset is split into training and testing ration 70:30, as shown in figure 14.




[ 1 print('Total number images for training -', len(training_data))

# Randomly Shuffling Data
random.shuffle(training data)

x =[]
(1

# Assign Features and Labels

for features, label in training_data:
x.append(features)
yv.append(label)

# Reshapping Image Arrays
x = np.array(x).reshape(-1,img_size,img_size,3)

x[9].shape

# Split Dataset Ratio (70:30)
x_train,x_test,y_train,y_test = train_test_split(x,y,test_size=0.3,random_state=56)

# Deleting Variables
del x,y

# Converting Variables to Categories
Y_train = utils.to_categorical(y train,num_classes=15)

Y _test = utils.to categorical(y_test,num_classes=15)

Total number images for training - 16679

Figure 14 Split DS for Model Training

There were three experiments conducted in this research to archive the aim.

6.2 Experiment 1: Effectivity of CNN Model

The CNN model is shown in figures 15 a and 15b.



class MyModel():

def _ init_ (self, baseModel, classes, D}:
self.baseModel = haseModel
self.classes = classes
self.D = D

def build(self):
It tekes basemodel , number of classes, and number of hidden units as a ingut.
And return 2 new CNH architecure.

headModel = self.baseModel output

headModel = Flatten{name="Flatten”)({headMadel)

headModel = Dense{self.D, activation="relu”)(headModel)
headModel = Dropout(d.5){headMadel)

headModel = Dense(self.classes, activations"softmax’)(headModel)

return headModel
class MyCHN({):

gef _ init__(self, classes):
self.classes = clasces

def bulld(self):
model = Sequential()
model. add(Comvelution20(32, (3, 3) , input_shape=(224,224,3)))
nodel . add(MaxPaoling2D({pool_size={2, 2)))
model . addi{Dropaut(8.5) )
model  add(Comolution2D(64, { 3, 3))}
model . add(MaxPooling2D(pool_size=(2, 2)))

model add(Dropout(8.5))

model. add(Convelution2D(128, (3, 3)))
nodel. add(MaxPooling2D({peol_size=(8, B)))stride is not given default to the pool size

model . asd(Dropout (8.5) )
model. add(Flatten())
nodel. add(Dense (self.classes))
model.add(Activation]” softnax' )}
return model

[ ] ® Humber of Classes

n_classes = 15

B Early Step Patience
early_stop_patience = 18

# Batch Size
batch_size = 188

 Nusber of Epochs
n_gpochs = 28

Figure 15. a CNN

8 Nusber. of Classes
n_classes = 35

4 Early Stop Patience
early_stop patience = 10
4 Baten s

baten_size = 100

B Nusber. of Epachs
o spochs - 28

4 initialize heat of netsork
) motel = MOMI(classes=n_classes)
my_nodel = my_moded_buila()

y_noset.
print(my_s

(105
sumary

cal_crassentropy” metrics-[

) optimtzer-" sden’)

weight_path = *fcontent fdrive/ayOri ve/weLghts faycon”

Cb_early_stopper = EarlyStopping(ronitor = “val_loss”, patieace = early_stos.

L atience)
e chackpotnter = NoselCheckpoInt(#1lepath = welght_path, sonitor = "val_loss”,

Save_best_enly = True, moge = “auto”)

results = my_model. FEt(x_train,V.

jepochs-n_spochs,

test,y_test),
pointer, co_tarly_stopper])

printgresults.history. keys())

Mode1: “seqvent ta1”
Coyer (o) utput Shape Paran &
comad (convap) (e, 222, 222, 32) 8%

o poalingad (Rexpool ing®D) (None, 311, W1, 33§
ropont (oromaut) ions, 111, 1, 30 8
Gomadt (o) e, o3, 10, ) 1850
Fer_poolingaa 1 (Fexpooling? (one, 53, 56, 62) g
Gropodt 1 (Brapeut) Tene, 2, 5, &) g
o 2 (Eawib) [ =) g
T poeTingli ] (FePesTingd (ome, €, 6, 128 g
opont 1 (Gropouty Tione, €, 5, 129 g
Flatten (Flatten) e, 2028) g
G (G e, 357 =0
Ty o e 7

Total parame: 162,383
TralnabLe paran -
Non-trainable par

arr |
Instructions for updating:

Figure 15. b CNN
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6.3 Experiment 2: Effectiveness of transfer learning models like VGG19
and InceptionV3.

In this experiment, both models use pre-trained ImageNet weights shown in VGG19 in fig 16
and InceptionV3 in fig 17.

° # VGa19

# load pretrained model:
baseModel = VGGE19(weights="imagenst', include_top=False,input_tensor=Input{shape=(224, 224, 1))}

# initialize head of network
my_model = MyModel(baseModel, classes=n_classes, D=54)
headModel = my_model.build()

# replace the FC with headModel:
my_model = Model{inputs=baseModel.input, outputs=headModel)

# unfreezing some of conv layers:
for layer in baseModel.layers[:]:
layer.trainable = False

Downloading data from hitps://storage.googleapds. com/tensorflow/keras-applications/veeld/vegld weights tf dim ordering tf kernels notop.hs
88142336/80134624 [ 1 - 25 dus/step

[ 1 my_model.compile(loss="categorical_crossentropy',metrics=['accuracy'],optimizer="adam'}
print(my_model.summary())

weight_path = '/content/drive/MyDri ights/vggl9/"'

cb_early_stopper = EarlyStopping(monitor = 'val_loss', patience = early stop patience)
cb_checkpointer = ModelCheckpoint(filepath = weight_path, monitor = 'val_loss', save_best_only = True, mode = 'auto')

results = my_model.fit(x_train,Y_train,
batch_size=batch_size,epochs=n_epochs,
verbose=1,
validation_data=(x_test,Y_test),
callbacks=[ cb_checkpointer, cb_early stopper])

print(results.history.keys()}

Model: "functional 1"

Layer (type) Output Shape Param #
input_1 (Inputlayer) [(None, 224, 224, 3)] [
blockl convl (ConvaD) (None, 224, 224, &4) 1792
blockl_conv2 (ConvaD) (None, 224, 224, &4) 36028
blockl pool (MaxPoolingdD)  (Nene, 112, 112, &4} [
block2_convl (ConvaD) (Nene, 112, 112, 128) 73856

Figure 16 VGG19
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[ 1 #Inceptionv3
# load pretrained model:
baseModel = InceptionV3(weights='imagenet’, include_top=False,input_tensor=Input(shape=(224, 224, 3}))

& head of netuork
my_model = MyModel(baseModel, classes=n_classes, D=256)
headModel = my_model.build()

# replace the FC with headModel:
my_model = Model(inputs=basetodel.input, outputs=headtodel)

# unfreezing some of conv layers:
for layer in baseModel.layers[15:]:
layer.trainable = True

Downloading data from
87916544/87918968 [=

com/tensorflow/keras-applications/inception v3/inception v3 wei|
- 1s @us/step

ts tf dim erdering tf kernels notop.h5

bstch_size = 108
n_epochs = 18

my_model. compile(loss="categorical_crossentropy’,metrics=['accuracy’],optimizer="adam')
print(my_model.summary())

weight_path = '/content/drive/MyDrive/weights/inceptiov3/”
cv_early_stopper = EarlyStopping{monitor = 'val_loss', patience = early_stop_patience)
cb_checkpointer = ModelCheckpoint(filepath = weight_path, monitor = 'val loss', save_best_only = True, mode = 'suto')

results = my_model.fit(x_train,Y¥_train,
batch_size=batch_size,epochs=n_gpochs,
verbose=1,
validation_data=(x_test,Y_test),
callbacks=[cb_checkpointer, cb_early_stopper])

print(results.history.keys())

Model: "functional_3"

Layer (tyoe) Output Shape Paran # Connected to

input_2 (Inputlayer) [(None, 224, 224, 3) @

conv2d_3 (Conv2D) (None, 111, 111, 32) 864 input_2[e][e]
batch_normalization (SstchNorma (Nome, 111, 111, 32) 96 conv2d_3[0]1[8]
activation_1 (Activation) (None, 111, 111, 32) @ batch_normalization[el[e]

Figure 17 InceptionV3

6.4 Experiment 3: Effectivity of transfer learning models like ResNet50
and MobileNet model.

Transfer learning models are better as they save time. Below fig 18 and 19 shows an
implementation of model ResNet50 and MobileNet, respectively.
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© #hobilenet
# load pretrained model:
baseModel = MobileNet(weights='imagenet', include_top=False,input_tensor=Input(shape=(224, 224, 3)))

# initialize head of network
my_model = Mybodel{baseModel, classes=n_classes, D=256)
headModel = my_model.build()

# replace the FC with headModel:
my_model = Model{inputs=baseModel.input, outputs=headModel)

# unfreezing some of conv layers:
for layer in baseModel.layers[15:]:
layer.trainable = True

VARNING: tensorflow: input_shape’ is undefined or non-sgusre, or “rows’ is not in [128, 168, 192, 224]. Weights for input shape (224, 224) will be loaded as the defoult.

Downloading data from https://storage.goosleapis.com/tensorflow/keras-applications/mobilenst/mobilenet 1 @ 224 £f no top.hS
17227776/17225924 [ ] - 8s Bus/step

[ 1 batch_size = 5@

n_epochs = 18

my_model.compile{loss="categorical_crossentropy',metrics=["'accuracy'],optimizer="adam"')
print(my_model.summary())

weight_path = '/content/drive/MyDrive/weights/mobilenet/"

cb_early stopper = EarlyStopping(monitor = 'val loss', patience = early stop_patience)
cb_checkpointer = ModelCheckpoint{filepath = weight_path, monitor = 'val_loss®, save_best_only = True, mode = "auto'}

results = my_model.fit(x_train,Y_train,
batch_size=batch_size,epochs=n_epochs,
verbose=1,
validation_data=(x_test,Y_test),
callbacks=[ch_checkpeinter, cb_early_stopper])

print(results.history.keys())

Model: "functional 7"

Layer (type) Output Shape Param #
input_4 (InputLayer) [(Mone, 224, 224, 3)] 8
convl_pad (ZercPadding2D)  (Nome, 225, 225, 3) B
convl (ConvaD) (None, 112, 112, 32) 364

Figure 18 MobileNet

[ 1 #ResNet5@
# load pretrained model:
baseModel = ResNet58{weights

imagenet', include_top=False,input_tensor=Input(shape=(224, 224, 3}))

# initialize head of network
my_model = MyModel{baseModel, classes=n_classes, D=256)
headModel = my_model.build(}

# replace the FC with headModel:
my_model = Model{inputs=baseModel.input, outputs=headModel)

# unfreezing some of conv layers:
for layer in baseModel.layers[15:]:
layer.trainable = True

Downloading date from hitps://storage.googlespis.com/tensorflon/keras-applicetions/resnet/resnets® weigl
94773248/94765736 [ 1 - 1s Bus/step

ts tf dim ordering f kernels notop.hS

[ 1 batch_size = 5@
n_epochs = 18

my_model.compile{loss="cetegorical crossentropy',metrics=['accuracy'],optimizer="adam')
print(my_model.summary(}}

weight_path = '/content/drive/MyDrive/weights/Reshet5@/"

cb_early stopper = EarlyStopping(monitor = 'wal_loss', patience = early_stop_patience)
cb_checkpointer = ModelCheckpoint{filepath = weight_path, monitor = 'val_lossz", save_best_only = True, mode = 'auto')

results = my_model.fit(x_train,¥_train,
batch_size=batch_size,epochs=n_epochs,
verbose=1,
validation_data=(x_test,Y_test),
callbacks=[cb_checkpeinter, cb_early_stopper])

print{results.history.keys())

Model: "functiocnal_5"

Layer (type) Qutput Shape Param # Connected to
input_3 (InputLayer) [(Mone, 224, 224, 3} @

convl_pad (ZeroPadding2D) (MNone, 238, 238, 3) @ input_3[8][e]
convl_conv (Conv2D) (None, 112, 112, 64) 9472 convl_pad[@1[8]
convl_bn {BatchMormalization)  (Mone, 112, 112, 64} 256 convl_conv[@][@]

Figure 19 ResNet50
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7 Evaluation & Result

In these steps, graphs are created using performance measures like Confusion matrix,
classification Report and loss/accuracy versus epochs graph. Code for these graphs is shown
in Figures 20,21 and 22.

# Plot training & valldation accuracy values
plt.plot{results.history[ 'accuracy"])
plt.plot{results.history['val_accuracy'])
plt.title('Model accuracy')
plt.ylabel("Accuracy')

plt.xlabel("Epoch")

plt.legend(['Train', 'Test'], loc='lower right"')
plt.show()

# Plot training & validation loss values
plt.plot{results.history[ ' loss'])
plt.plot{results.history['val_loss'])

plt.title( 'Model loss")

plt.ylabel('Loss")

plt.xlabel( Epoch")

plt.legend(['Train", "Test'], loc="upper right"')
plt.show()

Figure 20 Accuracy\Loss verses Epoch

# Predicting on Walidation Set
predict_x = my_model.predict{x_test)
pred = np.argmax{predict_x,axis=1)

# Plotting Confusion Matrix

cm = confusion_matrix(y_test, pred)

plt.figure(figsize=(15, 12))

ax= plt.subplot()

sns.heatmap({cm, annot=True, fmt='g', ax=ax); #annot=True to annotate cells, ftm='g' to disable scientific notation

=1

# labels, title and ticks

ax.set_xlagbel( 'Predicted labels");ax.set_ylabel( Trus labsls');

ax.set_title('Confusion Matrix');

ax.xaxis.set_ticklabels(classes,rotation=98); ax.yaxis.set_ticklabels(classes,rotation=0);

Figure 21 Confusion Matrix

# (Classification Report
print(classification_report(y_test, pred))

Figure 22 Classification Report

Inferencing on testing data is done to check model flow.

14



# Inferencing on Testing Data
images = []
titles = [1]

for img in glob.glob{test_directory + "*.jpeg")
start_time = time.time()
img_name = os.path.split{img)[-1]
im = cv2.imread(img)
im = cv2.cviColor(im, cv2.COLOR_BGR2ZRGE)
img_og = image.load_img(img,target_size=(224,224))
img = np.asarray(img_og)
img = np.expand_dims(img, axis=8)
prediction = my_model.predict{img)
MaxPosition=np.argmax{prediction)
prediction_label=classes[MaxPosition]
print{prediction_label)
org = (58, 58)
fontScale = 1
color = (255, @, @)
thickness = 2
ov2.putText(im, prediction_label, org, cv2.FONT_HERSHEY_SIMPLEX,

fontScale, color, thickness, cv2.LINE_AA)

end_time = time.time()
infer_timne = end_time - start_time
print('Time Requirted: ',{infer_timne})
plt.imshow(im)
plt.show()

cv2.destroyAlllindows ()

Figure 23 Inferencing Code
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