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1 Introduction 
 

This document consists of a detailed description of all the hardware, software requirements 

and the code used to implement the “Automatic question generator using spaCy”. 

 

Note: As the data is on cloud to execute the code simply a run all will execute the entire code. 

 

2 System configuration 

2.1 Hardware 

• Processor: Intel(R) Core (TM) i5-10210U CPU @ 1.60GHz   2.11 GHz 

• RAM: 8.00 GB ( 25.51GB GPU , TPU available on Google Colab Pro) 

• System type: 64-bit operating system, x64-based processor 

• Hard Disk Storage: 100GB (Google Drive Storage) 

2.2 Software 

• Software Computing Tools Used: Python 3 Jupyter Notebook (Google 
Colab), Overleaf, Microsoft Excel, DB Browser, R.  

• Browser Engine: Google Chrome/ Firefox  

• Email: Gmail login to access Colab Pro. 

 

3 Project Development 
 

As a start, some of the basic libraries needed for spaCy, and other NLP functions have been 

installed.  

Among these tools and libraries are: spaCy, pandas, NLTK,etc. 
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Figure 1: All the libraries imported at the start of the code 

 

 

3.1  Design flow 
As mentioned, perform major steps in Design process Stage 1: Data understanding Stage 2: Data Pre-Processing 

Stage 3: Building logic and models implementation Stage 4: Evaluation of the outputs. 
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Figure 2: Design flow 

 

3.2  Data Collection 
The wikibooks dataset which is available on Kaggle can be downloaded from ” 
https://www.kaggle.com/dhruvildave/wikibooks-dataset”  and a sample from that shall be selected. It has the 

dataset in 12 different languages Out of which English language dataset is to be selected.  The available format 

is in .sqlite which should be converted into .csv format. After that the data should be loaded into the collab. The 

step of loading data on to “mega” cloud storage can be eliminated and the path where  

the data is stored can be used. 

 

 
 

Figure 3: Loading the data 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://www.kaggle.com/dhruvildave/wikibooks-dataset
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3.3 Data Cleaning 
The basic cleaning steps performed consists of removing null values, duplicates, dropping unnecessary columns.  

 

 
 

Figure 4: Data Cleaning steps 

 

 
 

Figure 5: Data Cleaning steps 

 

4 Exploratory Data Analysis 
 

The data needs to be understood before performing any of the transformations or pre-processing. So, from the 

histogram performed using R studio it shows much of the data consists of garbage data. 

 

 
 

Figure 6: Histogram plotted to understand the data 
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5 Data Transformation/Pre-processing and preparation 
 

First the focus is on selecting correct data. For that the regex to select letters, numbers and punctuations is 

written and executed. 

 

 
 

Figure 7: Cleansing textual data 

 

 

 

 
 

Figure 8: Data preparation 

 

To implement the NLP pipeline the paragraphs are broken into sentences 

 

 
 

Figure 8: Breaking down the paragraphs into list of sentences 
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Deciding the length of output so as to not have a very lengthy question 

 

 

 
 

Figure 8: Breaking down the paragraphs into list of sentences 

 

 

 

5.1 Fill in the blank type of question 
5.1.1. Cleaning with respect to specific question types 

 

 
 

Figure 9: Cleaning specific to generating fill in the blank question 

 

5.1.2  Looking for pivotal answers from the sentences and then replacing it with a dash to generate output for fill 

in the blank question (Tokenization) . 

 

 
 

 

Figure 10: Searching for pivotal answer and then replacing it with a dash  
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5.2 True or False type question 
 

 
 

Figure 11: Removing quotations and question marks for true or false question 

 

 
 

Figure 12: Data filtering based on quotes and question marks 

 

 

 
 

Figure 13: Displaying the cleaned data 
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5.2.1 Parsing 

 
Parsing the sentence to split the sentences at the appropriate phrase to generate a different output than 

the original one using OpenAI GPT-2. 
 

 

 
 

Figure 14: Parsing  

 

 

 
 

Figure 15: Parsing cont. 

 

 

 

 
 

Figure 16: Parsing cont. ( function to create the dictionary of the sentences) 

 

 

 



9 
 

 

 
 

Figure 17: Function or logic on how to treat the sentence upon splitting  

 

 

 

 

6 Logic or model implementation 
 

Pre-trained BERT model is deployed to generate the true or false questions. 

 

 
 

Figure 18: Model implementation 

  

 

 
 

Figure 19: Definition or function to find out sentences different from the original sentences 
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Figure 20: The comparison to segregate the dissimilar sentences is done by cosine similarity test 

 

 

 
 

Figure 21: Sampling of the top_k sentences 
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Figure 22: Generating true and false sentences 

 

7 Evaluation Results 
For evaluation different data can be considered and the generated output can be evaluated. 

 

Experiment 1 fill in the blank output 
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Experiment 1 True or false output 
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