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1 Introduction 
 

This document explains the prerequisites to implement the method that is created to 

recognize Gujarati handwritten characters through deep learning algorithms. Moreover, this 

manual includes all necessary requirements in terms of software and hardware, for project’s 

successful completion. 

 

2 Hardware and Software Configurations 
 

This section covers all the hardware and software requirements which are needed to carry out 

the project. 

2.1 Hardware Configuration: 

Table 1 Hardware Configuration 

Hardware Specifications 

Operating System Windows 10 Pro (64-bit) 

Processor Intel(R) Core(TM) i3-7100U 

RAM 8 GB 

Hard Disk 1 TB 
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Figure 1 Device Specification 

Operating system utilized for project is Windows-10 (64-bit). 

2.2 Software Requirements 

This poerton elaborates all the software requirements which need to be satisfied for the 

successful implementation of the project. 

Table 2 Software requirements 

Software/Library Version 

Python 3.6 

Tensorflow 2.7.0 

Numpy 1.19.4 

OpenCV 4.4.0 

Matplotlib 3.3.4 

Sklearn 0.24.1 
 

 

3 Project Implementation 

3.1 Dataset Generation 

Dataset generation process is implemented in four parts as follows. 

3.1.1 Generate raw dataset 

This research paper addresses such issue for which no such dataset is availble on any dataset 

provider such as kaggle. Therefore, a custom dataset is created by writing gujarati characters 

on papers followed by capturing it by mobile camera. A sample raw dataset is shown below. 

There are total 374 images including following three. 
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Figure 3 Directories generated by script 

 

Figure 4 Images in each directory 

3.1.2 Generate train dataset 

Raw dataset is split into train, test and validation dataset. To perform such logic, a python 

script is used. A python script to genrate training dataset and its output is shown in the 

screenshots. 

Followings functions are executed in sequence in order to generate train dataset. 

• Setting up directories 

• Read single raw image in grayscale 

• Reshape to 2988 x 2988 

• Horizontal split into 9 strips 

• Each strips is split into 9 square images 

• Margin of 10px is cut from every side of each smallest image. 

• Removing extension from file name 

• Place each image in corresponding directory. 

   
Dha Ra Vi 

 Figure 2 Sample raw dataset  
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Figure 5 Train dataset script 

 

Figure 6 Directories generated by script 

 

Figure 7 Images in each directory 
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3.1.3 Generate test dataset 

A python script to generate testing dataset and its output is shown in screenshots. Following 

steps are followed in script in order to generate testing dataset. As output, It moves 374 

images(single image from each class) from training dataset to testing dataset.  

• Setting up directories 

• Moving one image from taining to testing directory. 

 

Figure 8 Test dataset script 

 

Figure 9 Images generated by testing script 

3.1.4 Generate validation dataset 

A python script to generate validation dataset and and its output is shown in screenshots. 

Following steps are followed in script in order to generate validation dataset. As output, It 

moves 748 images(two images from each class) from training dataset to validation dataset.  

• Setting up directories 

• Moving two image from taining to testing directory. 
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Figure 10 Validation script 

 

Figure 11 Directories generated validation script 

 
 

 

Figure 12 Images in each directory 

 

 

3.2 Modelling 

Modelling involves training of three different convolution neural networks. For every 

training, there are few steps which are common for all as shown below. 
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• Importing dependent libraries 

 

 

Figure 13 Imported Libraries 

 

• Initializing global variables 

 

 

Figure 14 Global variables 

 

• Initializing image generator for continuous flow of images to model while training 

 

 

Figure 15 Initialize Image Generator 

3.2.1 Custom CNN model 

• Global configuration for model 

 

 

Figure 15 Global Configurations 
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• Model structure 

 

 

Figure 16 Model Architecture 

 

• Call-back to save model after each epoch 

 

 

Figure 17 Callback Method to Save Model 

 

• Training the model 

 

 

Figure 18 Train CNN 

 

• Saving history for evaluation 

 

 

Figure 19 Saving History 
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3.2.2 Inception v3 model 

• Global configuration for model 

 

 

Figure 20 Global Configuration of InceptionV3 

 

• Model structure 

 

 

Figure 21 Model Design 

 

• Callback() to save model after each epoch 

 

 

Figure 22 Callback() to Save Model 

 

• Training the model 

 

Figure 23 Model Training 

 

• Saving history for evaluation 

 

 

Figure 24 Saving History 

 



10 
 

 

3.2.3 Xception model 

• Global configuration for model 

 

Figure 25 Global Configuration of Xception 

 

• Model structure 

 

Figure 26 Model Design 

 

• Call-back to save model after each epoch 

 

 

Figure 27 Callback to Save Model 

 

• Training the model 

 

Figure 28 Training Xception 

 

• Saving history for evaluation 

 

 

Figure 29 Saving History 
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3.3 Testing and Evaluation 

Evaluation includes visualization graphs and statistics. 

• Graphs 

 

 

Figure 30 Plotting Loss-Accuracy Graphs 

 

• Testing dataset and calculating statistics 

 

Figure 31 Model Testing 

 

 


