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1 Introduction

The below configuration manual gives an overview of all the required hardware and soft-
ware configurations for the code run and provides step-by-step guidance for the required
dataset upload and relevant code changes to execute the models and obtain results.

2 System Specifications

2.1 Hardware Configurations

The code implementation is done on Windows 10 with 64-bit operating system and an
Intel(R) Core(TM) i5-10210U CPU @ 1.60GHz 2.11 GHz processor and 8 GB of RAM.
The Graphics Card (GPU) is NVIDIA GEFORCE RTX 2060.

Figure 1: Hardware Configurations

1



2.2 Software Configuration

We have used Python 3.7 version for writing the code for this research. The code was
implemented and run using Jupyter notebook on the Anaconda Navigator. The execution
of deep learning models require a dedicated GPU for faster execution and thus, we used
the Google Colab IDE which is a cloud-based open-source publicly accessible platform
that enables the users to execute Python code and provides free GPU and TPU. It also
allows saving the outputs of the code for easy sharing.

2.2.1 Anaconda Navigator

1. The Anaconda Navigator was installed from the Anaconda Individual Edition through
the link: https://www.anaconda.com/products/individual

2. After the installation is completed, we need to set up a new environment through the
Environment tab on the Navigator for TensorFlow and load the required packages.

3. To open the Jupyter Notebook, go to the Navigator and click on the 4th tab as in
Figure 2 to Launch.

Figure 2: Anaconda Navigator

2.2.2 Google Colab IDE

1. Golab Colab IDE is publicly accessible through the link: https://colab.research.
google.com/?utm_source=scs-index

2. To open or upload a Python notebook, you first need to log in to Colab with a valid
Google account. For this research, we created a new account to use 16GB of the
space for dataset upload and execution of Python code.

3. The Python notebook can be uploaded through the File tab as shown in Figure 3.
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Figure 3: Google Colaboratory

3 Packages and Libraries Used for Code Implement-

ation

The code implementation depends upon the installation of appropriate packages that are
available in the Anaconda Navigator. The below packages have been installed using the
pip command for this research:

• keras

• tensorFlow

• numpy

• pandas

• shutil

• matplotlib

• sklearn

• skimmage

• seaborn

4 Dataset Description

1. The dataset is taken from the 8th FGCV Plant Pathology competition available
through the link: https://www.kaggle.com/c/plant-pathology-2021-fgvc8/

data

2. The dataset is downloaded in Zip format and can be unzipped and used in the local
environment. The downloaded folder consists of two subfolders: train images and
test images, and a train.csv file with labels assigned to each training image. The
dataset can be uploaded on Google drive to run on Google Colab. The code is
updated to point the dataset which is explained in the next section 5.
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5 Steps for Code Execution

For running the Python code on Google Colab IDE, we need to follow two of the pre-
requisites:

1. The dataset needs to be uploaded on Google Drive and then mounted on drive
using the below command.

Figure 4: Mounting drive on Google Colab

2. Once the drive is mounted, the code should be updated with the directory path to
be able to read the image files and .csv file with labels.

Figure 5: Changing the file directory path

5.1 Baseline EfficientNet-B3 and ResNet152 CNNmodels Train-
ing

• Once the dataset is available, we use the ImageDataGenerator for image pre-
processing like Resizing the image sizes to 512 * 512 and performing data augment-
ation methods like Rotation, Horizontal Flipping, Shifting, Zooming and Shearing
transformations on 32 images.

• Splitting the train images into training and validation in 80:20 split ratio.

• The models are defined and compiled using Adam Optimizer and trained with a
batch size of 32 and number of epochs as 8.
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• The models are rebuilt to perform fine-tuning of hyperparameters like learning rate
and the number of units in the Dense Layer. The optimal values obtained for
EfficientNet-B3 are 0.001 for learning rate and 768 number of units, whereas, for
ResNet152, the learning rate is 0.0001 and 512 number of units in the Dense layer.
The models are trained with a batch size of 32 and number of epochs as 8.

Figure 6: Hyper Parameter tuning for EfficientNet-B3 using Random Search Optimiza-
tion

• Models are saved using checkpoints and reloaded to make predictions on unlabeled
testing data.

• Accuracy, Classification report for Precision, Recall and F1-score, Confusion Matrix
is calculated and plots are displayed.

5.2 AppleCaps - Capsule Network Model Training

• The dataset is mounted on drive and the image files are read. Pre-processing is done
on the input train images like Resizing to 224 * 224 dimension, Gaussian Blurring,
Augmentation techniques like Rotation, Horizontal Flipping, Shifting, Zooming and
Shearing transformations on 1000 images. RGB images are converted to grayscale
images to highlight the features on the leaves.

• Defined two convolutional layers, reshaping and squashing function using several
classes.

• Decoder is built to calculate reconstruction and margin loss.

• Splitting the data into train and validation set in 80:20 split ratio.

• The model is trained with a batch size of 32 and number of epochs as 8.
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Figure 7: Output of AppleCaps model

• Accuracy, Classification report for Precision, Recall and F1-score, Confusion Matrix
is calculated and the plots are displayed.

Figure 8: Accuracy and Loss plots of AppleCaps model

6 Prediction Result for AppleCaps model

The trained AppleCaps model is saved and reloaded to make predictions on an unlabeled
dataset.

Figure 9: Prediction result of AppleCaps model
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