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1. Introduction 
  

This Document will discuss the Hardware, System configuration, Software and various 

technology stack require for the execution of the Research project. Below are the detailed 

stages that needs to be done in order to execute the Deep learning project. 

2. System Configuration 
 

• Processor – AMD Ryzen 5 3500U with Radeon Vega Mobile Gfx @ 2.10 GHz 

• GPU – 2 GB of AMD Vega RADEON 

• RAM – 8GB DDR4 

• Operating System – Windows 10 64-bit 

• Storage – 500GB SSD 

2.1 Hardware  
 

 
Fig 1.Hardware Configuration for Project 

2.2 Software 

Software Used  – Google Colab Pro 

 
Table1.Google Colab versions comparasion 

2.3 Technology Stack  

Technologies Used – 
• Pythion 3.9 
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• NumPy 1.21.4 

• Pandas 

• Keras 2.4.3 

• TensorFlow 1.15 – backend  

• SimpleTK 

• Matplotlib  

3. Implementation 
 

The below diagram gives the overview of the End-to-End flow of working of our fully 

automated segmentation model, which includes stages from pre-processing to model training 

and post processing and finally prediction. 
 

 
Fig 2..End to End Pipeline of brain tumor segenation project 

3. Data Visualization 

Here we have used thea images from the datset and visualize the image with  high grade and 

low grade tumor and without tumor. 

High grade tumor Low grade Tumor Without tumor 

 
 

 

Fig 3.Data Visualization  

4. Data Extracting & Preparation 
 

Here first the data was downloaded in the drive and later extracted using the Google Colab 

pro software (Since size of data is 3GB) while extraction requires more space. Here we see 

we done image conversion and transpose along with reshaping the images in order to feed to 

the training and validation datasets. 
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Dataset source Link - https://www.kaggle.com/sanglequang/brats2018= 

 

 
Fig 4.Data extraction and reshaping 

5. Training & Validation datasets preparation 
 

In this step we divide the datasets into training and validation datasets where we use 80/20 for 

splitting the training datasets and 75/25 for splitting the validation datasets and after printed 

the shape of the images. Here we used TensorFlow as backend. 
 

 

https://www.kaggle.com/sanglequang/brats2018
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Fig 5.Training & Validatoion datasets preparation 

6. Important Packages for Implementation 
In this stage we had imported all the necessary library packages required to execute the 

model which include different layers of CNN library required for training and complying 

purpose from keras application. 
 

 
Fig 6. Keras application packages required for exection. 

 

7. Alternate Methodology Used – UNET 
 

Below is the architecture of the Unet which we used as an alternate methodology which has 

one encoder at input and two decoders at output for segmentation of the brain images, but the 

drawback was it took around 9 hours for training the model using GPU. 
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Fig 7.Alternate methology used for segementing using Unet Model. 

8. Model Implemented  
 

Here we have implemented our core CNN model (3 variant architecture) using the spars and 

dense architecture 

Below diagram shows the model architecture used for the implementation which was 

discussed in brief in the report. Here the spare module consist of 6 different layers of 

operation and Dense module consist of different Convolutional layers of different size with 

two different activation function and concatenation at the output. 

 
Fig 1.Sparse and Dense module CNN architecture 
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Fig 8.Three CNN model made using sparse and dense module CNN 

10.Image Pre-processing  
 

Here we have use three different steps for image pre-procesing which include image 

normalization, standardaization and agumentaion process along with isolation of healty  

region from the image with tumorus region. 
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Fig 9.Image preporcessing stage 

11. Post processing. 
 

Here we performed two post processing operations first by removing the small connected 

region form the image and second is the morphological operations on the image. 
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Fig 10.Image post processing stage 

12. Model Trained  
 

Here we  have selected compiler and loss funtion for our training model and check pointer 

along with class weighted approach for imbalanced problem. 

  

 
Fig 11.Training stage of model 
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13. Evaluation  
 

The model were evaluted based on the dice and loss score for that we have used our saved 

trained model for estimating the validation loss and dice coefficent as stated on below code 

which includes the highest value at the 16th  epcoch of the training step. 

 
 Fig 12.Code for plotting loss and dice scores for model 

 

 

Fig 13.Graph of Model loss vs Epoch 

 
Fig 14. Graph of Model score vs Epoch 
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14. Prediction 
 

Here we have done the preidction by testing it on brian tumor MRI images with low grade, 

high grade and images with no brain tumor.   

 
 

Fig 15.Code for printing the prediction results  

 
Table 2. Prediction resulst on low, high grade and brain images with no tumor. 
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