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 Detection of Driver Distraction Using 
Deep Learning  

Aishwarya Ratnakar Shetty  

  x19237740  
  

  

  

1  Introduction  
  

The main objective of this research is to recognize driver distraction using transfer learning and 

CNN (Convolutional Neural Network). The system was created using CNN and the pretrained 

models ResNet50, VGG16, and VGG19. The "Detection of Driver Detection" study's setup, 

hardware, and software requirements are all included in this configuration file. It also details 

all of the steps required to complete the study's many steps.  

  

2  System Configuration   
  

The necessary hardware and software will be covered in this section. The sections that follow 

are explained below.  

2.1 Hardware  
Below is the hardware configuration that is required.  

  

        Table 1: Hardware Config  

Hardware  Configuration   

Processor  
AMD Ryzen 5 5500U with Radeon Graphics   

2.10 GHz  

Installed RAM  8.00 GB (7.35 GB usable)  

System type  64-bit operating system, x64-based processor  
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      Figure 1: Operating system configuration  

  

2.2 Software Requirements   
The tool that is used for this research is Google Colab which used Google drive where the data 

is stored for the research purpose.   

2.2.1 Setup of Google Colab   
         Steps: 

1. Search Google Colab using google search  

  

  
        Figure 2: Google Search  
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2. Click on first result ‘Welcome to Colaboratory’ which will direct you to the page 

where it will ask to create new file or open an already existing file.   

   
  

Figure 3: Create a New Notebook  
  

3. Implementation, Evaluation and Results  
  

3.1 Loading Data in drive   
The dataset which is gathered from Kaggle and after Manual construction of dataset 

where images are deleted from each section is uploaded to drive   

  



4  

  

  

  
       Figure 4: Dataset of Driver Distraction Detection   

  

  

  

3.1.1 Authorization   
 The data that is uploaded in the drive is loaded in the Colab. While executing the code, a 

authentication is needed to access the drive.   

  

  
      Figure 5: Mounting drive and google Colab  
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               Figure 7: Choose the Account  

        

  

      Figure 6:  Giving access to  connect to d rive   
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      Figure 8: Click on allow to give permission   
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3.2 Importing important libraries and packages.   

  

 
    Figure 9: Importing libraries and packages   

  

  

3.3 Preliminary Data exploratory, Data Pre-processing and Data 

Augmentation  

  
Figure 10: Loading as gray scale and colour image and then resizing the image.  
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An empty list is established where the photos in the array and label classes will be kept before 

reading the images in each class folder. The looping in train folder will read the picture, store 

the label class, run over each class, and then attach the image and class.  

 

  
Figure 11: Appending image class and label class  
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                          Figure 12: Appending image class and label class  
  

  

   3.3.1 Resizing the images into 64x64   

  
  Figure 13: Resizing the image   
  

  
  Figure 14: Model Building for train and test data   
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    Figure 15: Loading the parameters for train, test and validation  
  

  
          Figure16: plotting Count of images in each class  

 

  
              Figure 17: Mapping the images   
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      Figure 18: Plotting the mapped images  
  

  

  
      Figure 19: Data augmentation using the above-mentioned features   
  

  
Figure 20: Splitting the augmented images into train and validation  

  

       

  

  
        



12  

  

  

  
    Figure 22: Saving the file  
  

3.4 Implementation, Evaluation and results of Convolutional Neural Network   
  

  
    Figure 23: Implementation of CNN model   
  

  
                    Figure 24: plotting flow of CNN model.   
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      Figure 25: Running epochs     
  

  
     Figure 26: Plotting validation accuracy and validation loss  

  

  
    Figure 27: Test accuracy   
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Figure 28: Plotting confusion matrix 

        

3.5 Implementation, Evaluation and results of Residual Network50  

  

  
    Figure 29: Implementation of ResNet50   
  

  
    Figure 30: Plotting the flow for ResNet50  
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    Figure 31: Running Epoch    

 

 

  
     

Figure 32: Training and Validation accuracy and loss plot  
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  Figure 33: Test Accuracy  
  

  
   Figure 34: loading Heatmap.  
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3.6 Implementation, Evaluation and results of Convolutional Visual Geometry 

Group16  
  

  
   Figure 35: Running epochs   

  
  

  

  

  

  

  
  Figure 3 4:   Impl ementation VGG16 model    
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       Figure36: Plotting training and validation accuracy and loss  
  

  
  Figure 37: Test Accuracy  
  

  

  
  Figure 38: Loading Heatmap  
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3.7 Implementation, Evaluation and results of Convolutional Visual Geometry 

Group19  
  

  
     Figure 39: Implementing VGG19 model  
  

 

         
 

Figure 40: Running epochs   
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  Figure 42: Test Accuracy  

  

  

  
  Figure 43: Loading Heatmap   
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  Figure 41: Plotting trai nin g and validation accuracy and loss   

  


