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Machine Learning Framework for predicting Empathy
using Eye tracking and Pupil Dilation

Akshay Dilip Sayar
20211121

Abstract

Empathy is understanding or sensing other persons’ emotions. Finding highly
empathetic person can help find the right candidate for jobs like nurses, psychology
counsellors or team leaders, which require highly empathetic people. Empathy
can be measured based on questionnaires. However, this has drawbacks as an-
swers may be incorrect (on-purpose or not) and results can be manipulated. This
research proposes a machine learning framework that combines psychological ana-
lysis, empathy questionnaire, point-of-gaze using eye-tracking device, and various
deep learning frameworks to measure empathy. The point-of-gaze, and pupil of 53
participants were recorded while they watched videos that contained six sad stories
which were narrated by actors. Different features like point of gaze based heat map,
pupil dilation features, blink percent, saccade percent, blink standard deviation,
saccade standard deviation, blink mean, saccade mean and self report parameters
like memory questionnaire, age, gender, average distance of point of gaze from left
and right eye of actor were extracted from the experiments. Models were trained on
parameters from these different experiment individually and combined with target
variable generated from the empathy questionnaire. Logistic regression model on
all the parameters combined showed the best accuracy of 89%. The result also
showed that pupil dilation features contributed the most in prediction followed by
eye tracking features.

1 Introduction

In a world where automation is on rise and artificial intelligence and robots replacing
human in multiple jobs, there are jobs where human touch or warmth is required, which
robots or machine cannot provide. Jobs which are irreplaceable by machine or robots
like nurses, doctors, counsellor, or team leaders for example. Nurses, doctors, counsellors
treat patient and needs patient to trust them. Good team leaders need to be empathetic
towards their team members Simon et al. (2022). All these job roles require people who
can understand other’s feelings or what they are going through. Therefore, empathetic
people are more suitable for these job roles Jongerius et al. (2021), Olson (1995), Redfern
et al. (1993).

There are a few ways to find empathy of a person, one of which being questionnaire
Davis (1983). Spreng* et al. (2003). Olderbak et al. (2014). The empathy score is based
on the responses to a set of questions. However, this method is not very accurate as
answers could easily be manipulated or falsely answered. Hence there is a need to find
a robust way to detect empathy that is more accurate. In research done by Zhang et al.
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(2022), authors analyzed the data of person watching empathetic and non-empathetic
videos, to find out whether gaze tracking can help understand if a person is empathetic
or not. The analysis that was carried out manually using software to find if a person is
empathetic or not which can be automated using machine learning.

The aim of the paper is to create a framework which can detect if a person is em-
pathetic or not using state of the art technologies such as Machine Learning and Deep
Learning models. This framework is based on ML models that were trained on point
of gaze based heat map, pupil dilation features along with memory questionnaire, age,
gender and sadness levels. These features were extracted from deep learning frameworks
like yolo, ellseg and dlib. The data for the models were gathered from an experiment
which was conducted on 53 participants, where their PoG and pupils were recorded while
they watched six sad stories based video. These videos are taken from Cowan et al.
(2014), Mackes et al. (2018). Which were created in the research to elicit empathy of a
person.

This paper discusses about the related work in section 2 and the work which was used
as based to carry out this research. Section 3 discussed about how the experiments were
conducted and how to reproduce it in real time to predict if a person is empathetic or
not. The design specification and implementation is discussed in section 4 and section 5
respectively. Section 6 presents and discuss the modelling and evaluation of all the model
that were trained for this research. Section 7 concludes the research paper and discusses
the future work to improve this research.

2 Related Work

There are many techniques to find empathetic person and these different techniques have
been used to evaluate empathy over time. These methods were investigated in order to
make it ideal and really practical. These techniques include completing questionnaires,
checking pupil dilation, tracking eyes, and calculating the empathy score using those
results. The subsections that follow present a thorough examination of the literature on
different methods used for measuring empathy and literature that were used or helped in
this research.

2.1 Measuring Empathy Using Questionnaire

The most common and easy method for measuring empathy is answering questionnaire.
There are a lot of questionnaire which can give out score which correlates to empathy
of a person. The questionnaire like Interpersonal Reactivity Index (IRI) Davis (1983),
Impulsiveness-Venturesomeness-Empathy Questionnaire (IVE-7) Caci et al. (2003) and
Toronto Empathy Questionnaire (TEQ) Spreng* et al. (2003) are the most popular and
broadly used in real life to determine if a person is empathetic or not. Each of the
questionnaire has different set of questions with different scoring formula. These ques-
tionnaires are still being used for finding the right person for example Aoki and Katayama
(2021) questionnaire are updated for finding right person for nurse’s job role and in the
same way these questionnaires were modified by researchers based on requirements.

Even though the above questionnaire has high accuracy of predicting the right em-
pathy score of a person, it has some drawbacks which limits from using in this research.
While all the above questionnaire are meant to find empathy of a person, the values for
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empathy for a person was different in all the methods which shows that all the question-
naire are not converging at a single point Stosic et al. (2022). Study conducted Yeo and
Kim (2021) shows that the Toronto empathy questionnaire from Spreng* et al. (2003)
did not converge properly and gave wrong score in an experiment conducted on medical
students.

The problem in the above methods is that all the questionnaire are generic and does
not have questions specific to each emotions. Empathy is a function of emotion but
emotion alone does not determine empathy Olderbak et al. (2014). A person might
be more empathetic to sad emotion but not to happy emotion or vice versa. Because
empathy is a function of emotion, empathy should be found out for each emotion and
not in generic way. Research in Olderbak et al. (2014) is based on finding empathy based
on each emotions namely sad, happy, anger, disgust, fear, surprise. Each emotion has
five questions on each affective and cognitive empathy. As this research focuses on sad
emotion based empathy, questionnaire of set of 10 question was taken from Olderbak
et al. (2014) with sad based emotion focuses on sad emotion based empathy and used for
getting the ground-truth values for each experiment conducted to train machine learning
model to predict if a person is empathetic or not.

To find the real values of empathy and ground truth value for machine learning model
a questionnaire of 10 set of questions was used. Questionnaire contains five questions on
sad emotion based cognitive empathy and five questions on sad emotion based affective
empathy. The next subsection discuss the literature on visual stimuli used in experiments
for determining empathy.

2.2 Visual stimuli for empathetic response

Experiment has been conducted for this research where eyes are tracked and pupils are
recorded of participants while showing them video. This visual stimuli is crucial and has
to be chosen with care as this will help elicit empathy in participants. Images or videos
can be shown to participants as visual stimuli but images will not be of very useful as it
will not mimic real scenario Harrison et al. (2007). Many of researchers have conducted
experiment for different purpose by showing videos and tracking eyes during the same.
The videos used in any of this research could be used as these are peer reviewed. In a
similar experiment where participants were made to watch video and empathy was found
out Cotler et al. (2020), were the video was taken from a movie ”Forrest Gump”, the
video had multiple emotions in it. Similarly in research Klin et al. (2002), a clip was
shown to the participants from a movie to view fixation pattern in autistic people. These
movie clips are good and has different emotions in it but this cannot be used in this
research as this movie clips are viewed by a lot of person and they might know what
happens in the video. Another drawback is that it does not show real time scenario.

Above all limitations are covered in the videos created in research Cowan et al. (2014),
Mackes et al. (2018). The videos in the research are not from a movie but actors narrating
fictional stories by looking directly into the camera. There are different stories based on
different emotion by various actors. Because these actors are narrating the story while
looking at camera, it feels like the viewer is having a one on one conversation with the
actor which is real life scenario which counsellor, nurse or doctor might face in their day
to day job role. As this research focuses on sad emotion based empathy, the videos which
are sad emotion based were used. These videos check all the criteria and hence these
were used for the experiment.
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2.3 Measuring Empathy Using Gaze Tracking

Tracking eyes and its point of gaze can help in predicting if a person is empathetic or not.
Gaze will be tracked using eye tracking glasses, which has cameras inside the frame to
track pupil movement and a camera on front to find point of gaze and where the person
is looking. Eye tracking is tracking of point of gaze and what the eyes and mind are
focusing on. Gaze behaviour and gaze pattern can reveal a lot about a person which can
help predicting empathy of a person Cowan et al. (2014).

Multiple features from the point of gaze can be extracted which can help in predicting
empathy of a person. Features like saccades, blinks, area of interest, fixation duration,
smooth eye movements etc as discussed in research Lim et al. (2020). Although in research
Warnell et al. (2021) the authors failed to prove correlation of points of gaze pattern to
empathy as they found out in some cases the gaze pattern was correlated to empathy and
in some cases it was not. Research in Moutinho et al. (2021) tested out the hypothesis of
highly anxious people with high empathy has no correlation between high empathy levels
and gaze fixation as people with anxiety avoid eye contact but people with low anxiety or
no anxiety issue showed high correlation of eye contact and empathy levels. In research
conducted by Nebi et al. (2022) it was concluded that in low emotional salience situations
compared to high emotional salience situations, gaze behavior corresponds with empathy.

Researchers Cowan et al. (2014) were the first to prove that there is correlation of
gaze pattern with empathy. They also proved that the more the person is looking at the
other person’s eye region the more empathetic that person is. The research paper has
proved it by showing heat map of point of gaze of a video which has actors in it narrating
a story. The heat map showed area of interest of participant which was dense around eye
region for highly empathetic people, less dense for moderately empathetic people and it
was scattered around nose, lips and chin region for less empathetic people. This result
from this research is very substantial and is leveraged in for the current research. This
research paper was used as base for the current research and an open source tool for heat
map for area of interest was created. The heat maps as input to CNN model was used in
predicting if a person is empathetic or not. The closer the point of gaze on eye the more
the empathetic the person is and hence average distance of point of gaze from eye was
calculated. These two features were created based on this research paper Cowan et al.
(2014). As discussed in paper Klin et al. (2002), average saccades and blink, average and
standard deviation of blink and saccades timings were also taken as features.

Study in research Cowan et al. (2014), Zhang et al. (2022) has shown relation between
eye tracking and empathy and helped find some features using their analysis. But the
analysis was done manually which may be prone to human errors.

2.4 Measuring Pupil Dilation and using it to measure empathy

Pupil is a part of eye which is concentric to iris and present inside it. Pupil takes in
the light and displays image in the brain. The pupil size increases if the amount of
light is less and size decreases if the amount of light in surrounding is in abundance.
The pupil also change its diameter depending on different emotions or feeling Harrison
et al. (2007). The research says that the amount of pupil dilation was proportional to
the empathy of a person which was found out by answering questionnaire. The research
done in Charan et al. (2022) also states that facial expression and pupil dilation was very
useful parameter to detect emotion of a person. According to research done by Aktar
et al. (2021), pupil dilation starts to happen at an early age, making it a useful indicator
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of emotional understanding and empathy prediction. The above examples proves that
there is corelation between pupil dilation and empathy of a person, and hence it suggest
pupil dilation can be considered as a deciding factor for predicting empathy of a person.

This research takes input from infrared camera which is located in the inner side of
eye-tracking glasses. Pupil dilation can be measured if pupil is localized in an image and
then each frame from the video can be taken and pupil radius or diameter can be predicted
from the images to find the pupil dilation. A machine learning or deep learning model can
be trained on labelled pupil data to predict pupil diameter in real time. To train a model
for pupil detection, three significant datasets are made accessible in the open-source. One
of the three being ExCuSe dataset contains 38 000 pragmatically labeled photos of pupils
Fuhl et al. (2015). Using the same dataset a highly accurate model for localizing pupil
was create Miron et al. (2019). With 55,000 more images than ExCuSe data, Else data
contains 93,000 data set and which were labelled using convolutional neural network Fuhl,
Santini, Kübler and Kasneci (2016). The latest dataset contains 111,581 pupil images of
pupil, the quantity of the images makes this dataset very useful Han et al. (2019). But
instead of training a neural network model from scratch which takes a lot of time, capital
and resources a pre-trained model could be used to localize pupil and fetch the diameter
of pupil in each frame of a video.

In research Kothari et al. (2020), authors has proposed a new neural network model
which localizes pupil on real time basis. The model was trained on many open source
dataset like NVGaze Kim et al. (2019), OpenEDS Garbin et al. (2019), RITEyes, ElSe
Fuhl, Santini, Kübler and Kasneci (2016), ExCuSe Fuhl et al. (2015), PupilNet Fuhl,
Santini, Kasneci and Kasneci (2016) and LPW Tonsen et al. (2016), these are almost all
the best open source dataset available. The dataset contained a large portion of images
gathered from infrared camera and hence it would perform good on similar type of images
which are there in my research. The data was augmented using various techniques like
flips, rotation, random gamma correction, exposure offset, guassian noise etc which makes
the model robust. The author Kothari et al. (2020) considered the pupil to be in ellipse
shape and hence there will be two radius to get the shape of pupil which are namely r1
and r1 (radius 1 and radius 2). This resulted in accurately segmenting the pupil and iris.
No drawbacks was found in the methodology and in the future work the authors want
to test the model on wide variety of people. The code and scripts are provided by the
authors on github and is free to use by everyone. Using the code both radius of each
eye was found for each frame of the video and then the peak pupil diameter and various
percentile of pupil diameter was extracted from the raw data. One of the findings in
Zhang et al. (2022) is that the peak pupil dilation is highly correlated to high empathetic
people ad hence this feature can be one of the important one for predicting empathy of
a person.

2.5 Machine Learning and Deep learning in predicting empathy

Various machine learning models has been used in this research to find empathetic person.
Not just for predicting the empathy but in various stages of this research machine learning
model was used like extracting features, creating dataset. One of the model was from
Bochkovskiy et al. (2020), named yolov5 acronym for you only look once, the model
is trained for localizing any shape, or pattern in an image. Two model were trained
to localize particularly two object in the frame of video naming point of gaze circle
and laptop screen where the video was being played. The the yolov5 return an object
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coordinates in terms of pixel, one centre of the object and two other points as height and
width of the object and last point is the confidence in detecting the object.

The other neural network model that was used is for extracting pupil diameter from
each of the frame of the video produced by infrared camera Kothari et al. (2020). The
model is based on convolutional neural network model with encoder and decoder based
architecture in the neural network which skips connection. The encoder encodes the
image to low dimension and then using decoder to decoding the image to high dimension.
The model is fast and processes around 50 frames per second in environment with four
gigabytes of graphics card.

To conclude yolov5 was transfer learned to localize point of gaze and laptop screen.
Ellseg framework was used to extract pupil radius of left eye and right eye. Dlib King
(2009) was used to extract 68 landmarks on face of actors narrating the story in the video
which are viewed by viewers. From the landmarks, eye coordinates of both eyes of actor
was found out which was used to find out average distance of point of gaze from eyes of
actors which can be useful parameter to predict empathy of a person Cowan et al. (2014).

3 Methodology

Figure 1: Research Methodology

The whole procedure from conducting experiment, collecting data to evaluation is
shown in figure 6. The complete methodology is explained in detail in the following
subsections.
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3.1 Data Collection

Data collection starts by conducting experiments on participants. The experiment starts
with signing the consent form by the participant. After that self reported parameters are
noted down like age, gender, sadness level on the scale of 1-10 (1 being least sad and 10
being extremely sad) before the experiment begins. The participants sits on a chair and
a laptop is place in front of him. The participants gets a headphone to listen to the audio
clearly. Then eye tracking glasses are given to the participant which is then calibrated
on three point scale, the three points being top left of the laptop screen, top right and
bottom centre of the screen. Then the pupil recording starts on the mobile and video
is played on the laptop. The participant is left alone to watch the video. The video is
13 minute long video which is narrated by actors. The stories are sad emotion based
stories narrated by four different actors and are used from the research papers Cowan
et al. (2014), Mackes et al. (2018). After the video is finished the participants are asked
to report the sadness level after watching the video again on the scale of 1-10. Then the
participant is asked to memory questionnaire which has ten questions based on the video
they just watched. For each right questions is given 1 mark and no negative marks for
wrong answers. The final step of the experiment is that the participants has to answer
the emotion based empathy questionnaire Olderbak et al. (2014) the score of which will
be used as to check if the parson is highly empathetic or not. Data collection for one
person ends her and then these same steps are used on 53 participants.

3.2 Data Processing

After the data was collected, it has to be processed to make it useful. In data processing
first the video is imported in the SMI software - Begaze and processed which outputs a
video with point of gaze shown in the video as orange color dot. Here it was found that
data of six participants were corrupted and hence the data points of these person were
removed from the dataset. The video from the BeGaze software contains 1000 frames
per seconds and this was converted to 25 frame per seconds using opencv module which
read the video in 25 frames per second and write the video and this video is further used
feature extraction and feature engineering.

After each video is processed in the software, event statistics of each experiment is
extracted out which contains event details of for each frame, like category of events, start
time and end time of each participant etc. All the data gets extracted in tab separated
text file.

The pupil video that was recorded during the experiment contains some extra part
before starting the video and after finishing the video which was removed out. After the
video was trimmed out, the video is processed using opencv and the video was split into
two parts and hence creating two separate videos, each for left and right eye. The process
is repeated for the videos of all fifty participants.

3.3 Feature Extraction

The processed data is only useful if right features are extracted from them. Feature
extraction was the longest part of the whole process. From the videos that are processed
using BeGaze software, heat map was extracted and average distance from left eye and
right eye was calculated. Heat map of point of gaze is a great way to find empathy in
people Cowan et al. (2014), Mackes et al. (2018). To create heat map of point of gaze from
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the video, coordinates of point of gaze and coordinates of laptop screen was extracted
using yolov5 model Bochkovskiy et al. (2020). Yolov5 model was trained to detect orange
circle and laptop screen in the video and two models for two objects were created and
the models recognized the object with high confidence as shown in figure 2.

Figure 2: Yolo models localizing point of gaze circle (left) and laptop screen (right)

After the coordinates of point of gaze and laptop is extracted, the point of gaze was
again calculated with reference to the frame of laptop so that heat map was only created
of points of gaze which were inside the laptop screen frame as shown in figure 3. This
would enable to create heat map for all participants on the static frame of reference, even
after the distance between the laptop and participants was kept varying (if participants
move while watching the video).

Figure 3: Heat map of point of gaze of a participant

After the heat map was created it was flattened, to one dimension array. It had 12288
columns and hence there was a need to reduce the dimensionality of the images. Principal
component analysis was applied on the flattened heat map data. As shown in 4, a total
of 34 components could explain 95% of the variance in the data and hence from 12288
columns only 34 were extracted and used in the final model to predict empathetic people.
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Figure 4: Finding n for PCA on heat map images

The average distance of point of gaze from the actors both eyes are calculated. To loc-
ate the actors eyes, dlib library King (2009) was used which locates sixty-eight landmarks
on the face of the actors in the videos. With the help of point of gaze coordinates and
coordinates of eye, distance from each eye was calculated for each frame of the video. To
normalize the data for all the participants, the distance between point of gaze on screen
and eyes of actor was divided by distance between two eyes of actor. At the end the sum
of distance from all the frame was taken and divided by the total number of frames, this
gives normalized average distance of point of gaze from each eye (left and right).

To get peak pupil dilation and other pupil features, ellseg framework Kothari et al.
(2020) was used. Some modifications were made to extract just the pupil radii from the
script. The pupil video for left and right eyes which were extracted in the last step, will
be used as input and as the output two radii for the pupil is extracted for each frame of
the video For each participant the script was ran twice, one for left eye and one for right
eye which gives data for r1 and r2 (two radii of ellipse) and this was saved in json format.
Once all the data was extracted for all the participants and saved to json file format,
features from this were extracted. First the average of r1 and r2 was taken for each frame
for each eye of a participant. The features include peak pupil dilation, 0,10,25,50,75,90
and 100 percentile of the distribution. All the features were extracted and the data was
normalized using both standard scalar and min-max scalar and hence a total of twenty six
features were extracted from this pupil dilation data. Model on just pupil dilation data
was also applied but because they were correlated to each other, principal component
analysis was applied on the data for the final modelling. As seen in figure 5, 99% of
variance was explained using just 4 out the 26 features and hence this reduced dimension
were used as feature in training machine learning model.

Even statistics from the previous step was processed from the software which had a
lot of parameters which were useless and hence only a few parameters were extracted
like average blinks and average saccade per experiment. Standard deviation and mean of
difference of start and end time of each event of blinks and saccade was also taken out.
All these parameters were used and for the final model.

The target variable in the data is sad emotion based empathy questionnaire score.

9



Figure 5: Finding n for PCA on pupil dilation data

The data is a continuous data and because the data points were only 47, it was converted
to binary classification problem. The population was of 47 participants and was divided
in three groups, non empathetic, moderately empathetic and highly empathetic. Hence
in the target variable only highly empathetic are taken as positive and non and mod-
erately empathetic data points are considered as negative. Hence 17 data points were
of empathetic people (two person had same score and hence instead of 16, a total of 17
participants were considered as empathetic) and remaining 30 were considered as non
empathetic people.

3.4 Modelling

The structured data from pupil data and event statistics along with gender, age, sadness
before and after watching the video, average distance from right and left eye was merged
into one dataset and was used for modelling. The reduced data of pupil and heat map
images was merged to form final data on which models were applied. Test, train split
was taken as 18%-8% which resulted in 38 data points for training and 9 data points
for testing. Different model like random forest, gradient boosting, extreme gradient
boosting, linear regression, naive bayes, knn, svm were applied to the dataset along with
hyperparameter tuning and k-fold cross validation for full and subset of features. The
models were evaluated and the best performing model was selected for the final prediction.
Different models and their performance is discussed in detail in the section 6.

3.5 Evaluation

Predictions from the models were evaluated based on precision, recall, f1 score and ac-
curacy and the best model was chosen. For ResNet50 model with different parameters
was evaluated and selected. Evaluation of the models is discussed in detail in section 6.
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4 Design Specification

There are two questionnaires in the data collection phase. The first questionnaire was
memory based questionnaire which was designed based on the video the participant
watched. There were ten questions in the questionnaire, one mark is rewarded for the
right answer and no marks are deducted for wrong marks. The questions test the memory
and attentiveness of participant and was designed as Microsoft survey based quiz. Each
question has four option in it to answer. To give reference to the actors in the video, the
actors were given fictional names like Bruce, Emma, Selena and Robert. These names
were displayed at the beginning of their part in the video. The questions in the memory
questionnaire are as follows:

• Which relative of Bruce was suffering?

• What happened to Bruce’s relative (disease)?

• What was stolen from Bruce?

• Why was Bruce sad after the item was stolen from him?

• To which position Selena was applying for?

• What was the actual reason that Selena didn’t get the job?

• Which relative of Emma was suffering?

• What disease was Emma’s relative suffering from?

• Which pet did Robert have?

• How does Robert describe his friend’s sister?

The second questionnaire was empathy questionnaire. These was created as Microsoft
survey. There are ten questions in it, out of which five tests affective base empathy and
five test cognitive base empathy. Each question has seven options to choose from and the
score was given in the range of -3 to 3. The score is not indicator of good or bad, it was
just used to find out the score of empathy of a person.

Various architecture and framework has been used to process data and extract features
from the processed data. When the video was processed from BeGaze software it was in
1000fps and to convert in 25fps, opencv was used. To create heat map of point of gaze
and for finding average distance from eyes, point of gaze and laptop screen has to be
extracted from the video. Point of gaze is orange color circle and laptop screen was in
quadrilateral shape. To extract these, yolov5 framework Bochkovskiy et al. (2020) was
used and was transferred learned to predict point of gaze and laptop screen. To find
distance between actor’s eyes and point of gaze, actors’ eyes coordinate has to be found
out and for this dlib King (2009) was used which gives out 68 face landmarks points. To
extract pupil radii from the pupil recording, ellseg framework Kothari et al. (2020) was
used. This framework is a encoder decoder based convolutional neural network model
which was trained on almost all the pupil dataset available which helped in giving the
state of the art result for pupil radii and hence pupil dilation.

After the data was ready, principal component analysis was used to reduce the number
of features. The right amount of features to be reduced was found out from percent
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variance. All the features which showed 99% variance was retained. PCA was also
applied to heat map image’s flattened array which had 12288 features and was reduced
to 34 features which had 95% variance. All the data was merge to form a single dataset.
Then multiple machine learning models were applied to the data like Linear Regression,
Naive Bayes, Random Forest, Gradient Boosting, XGB. The model with highest accuracy
which was Logistic regression was used for the deployment.

5 Implementation

Figure 6: Implementation of ML based framework to find empathetic person in recruit-
ment process

The machine learning based framework was implemented using python and its multiple
modules. When deployed to real time it can used to find if a person is empathetic or
not. Taking few basic information like gender, sex, before after sadness and memory
questionnaire are send directly to the database where it processes the data. The memory
questionnaire were implemented by opening the survey link and the mark responses goes
to an excel sheet where the score is calculated. One mark is granted for the right answer
and no marks are deducted for wrong answer. The empathy questionnaire is also the
survey base questionnaire whose response is sent to an excel sheet. Python script takes
the score from the excel sheet directly to the framework. The participant is asked to watch
the video where actors narrate the stories. While the participant is watching the video,
pupil is being recorded and eyes are being tracked. Pupil video is also sent directly to the
framework. The only dependency for this framework is to process the raw eye tracking
video from the BeGaze software by extracting processed video and event statistics.

Once the participants finishes watching the video all the data is gathered in python
based application, where all the data is stored temporarily till the prediction is made.
From the raw video, point of gaze, screen coordinates are fetched using the trained yolov5
models. Using this information heat map is made. Using Dlib module face landmarks
is found out and average distance from the eyes are extracted. The average distance of
point of gaze from actor’s left and right eye, processed event statistics along with gender,
age, memory question score is combine.

After all the data is merged into one place. Prediction is done which shows if the
person is empathetic or not and this information is returned as output of the framework.
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6 Evaluation

A total of 47 data points are useful for modelling and evaluation. Results of Empathy
questionnaire was analyzed and the distribution is as shown in figure 7. The highest
number of participants score between 0.8-1.0. The least score was 0.8 and the highest
was 2.9 from the set of participants. Based on the empathy score of participants, the
data points were divided into three groups which are low empathetic people, mediocre
empathetic people and highly empathetic people. The high empathetic people were clas-
sified as ’1’ and others were classified as ’0’. The distribution of memory test score is
shown in figure 7. Almost all the participants scored high 8-10)in the memory ques-
tionnaire which shows that the participants watched the video with attentiveness. The
distribution plot of memory test score shows that the participants were paying attention
and were not distracted. This shows that there is credibility in the data points and are
valid to use. Analysis showed that there the average difference of before and after sadness
level increased by 65%. Further analysis showed that there is 30% between EEQ score
and difference in before and after sadness.

Figure 7: Distribution of EEQ score (left) and memory score distribution (right)

This section has been divided in four parts. The data was initially collected using three
experiments: eye tracking, pupil dilation and self reported questionnaires. The model
were trained on features from these three experiments and also on data where the features
from all the experiments were combined. The framework was specially designed for
recruitment process where identification of empathetic people was of utmost importance.
If an empathetic candidate is predicted as non empathetic one then the penalty will be
more as compared to when a non empathetic candidate is predicted as empathetic, which
implies that false positive could be tolerated but not false negative. Therefore, in our
framework recall was considered most crucial metric, followed by f1 and accuracy and
the model selection was considered based on the same metric priority. Modelling and
evaluation for all the four parts are discussed in the following sections.

6.1 Experiment 1 - Modelling with self reported features

While the experiments was conducted some self reported questions were asked like age,
sex, sadness before watching the video, sadness after watching the video and a memory
questionnaire was asked after watching the video which checks how much the participants
can recollect from the video they just watched. Participants were given 1 score for each
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right question and no negative marks for wrong answers. There were total of 10 questions
in the test. Score from this test was taken as feature in this subsection along with the
above self reported parameters.

Three different models were trained on this subset of features. The model were Logistic
regression, bagging based random forest and gradient boosting with tuned hyperparamet-
ers. The model were evaluated based on the four metrics; recall, F1 score, precision and
overall accuracy in respective order of importance. The best performing model was lo-
gistic regression and random forest with 0.33 recall and 0.5 F1 score.

Models Recall F1 Accuracy Precision
LR 0.33 0.5 0.78 1
Random Forest 0.33 0.5 0.78 1
Gradient Boosting 0 0 0.44 0

Table 1: Accuracy metrics on model trained on self reported features

6.2 Experiment 2 - Modelling with Eye Tracking features

Using the point of gaze, many features were extracted. Features like heat map generated
using point of gaze, average distance of point of gaze from left eye and right eye of actors
narrating the story. Other features were extracted from the BeGaze software like blink
and saccade percent, mean and standard deviation of difference of start and end time of
blink and saccade. The heat map image was converted into single dimension array which
contained the pixel value from 0-255. A total of 12288 features were there from the heat
map itself. To reduce the features PCA was applied and 34 features were selected which
showed 95% variance as shown in feature engineering process in 5.

Three different models Logistic regression, random forest and gradient boosting with
tuned hyperparameters were applied on the data. These models were evaluated on the
basis of four metrics; recall, F1 score, precision and overall accuracy in respective order
of importance. The comparison of models are shown in table 2. The table shows that
the logistic regression performed the best among the other models and its accuracy and
f1 score is better than the results from model LR and RF model from experiment 1.
Hence stating the eye tracking features help in detecting empathetic people better than
self reported features.

Models Recall F1 Accuracy Precision
LR 0.5 0.6 0.78 1.0
Random Forest 0.25 0.4 0.67 1.0
Gradient Boosting 0.25 0.33 0.55 0.5

Table 2: Accuracy metrics on model trained on eye tracking features

6.3 Experiment 3 - Modelling with Pupil dilation features

Left and right pupils were recorded while participants watched the video. Pupil dilation
features were extracted using the pupil radii which was extracted using ellseg framework
Kothari et al. (2020). Using the radii data pupil dilation at 0, 10, 25, 50, 75, 90, 100
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percentile was fetched out for both left and right eye. The data fetched was normalized
based on min-max normalization and standard scalar normalization as discussed in feature
engineering section. A total of 26 features were extracted from the data.

Three different models Logistic regression, random forest and gradient boosting tuned
hyperparameters were applied on the data. These models were evaluated on the basis
of four metrics; recall, F1 score, precision and overall accuracy in respective order of
importance. The comparison of models are shown in table 3. Similar to experiment one’s
result random forest and logistic regression performed exactly similar and showed same
accuracy. The accuracy is better than memory based features and eye tracking based
features too. This shows that the pupil dilation features are the best features among eye
tracking and self reported features. The results based on pupil dilation are not yet good
but are better than the above two results.

Models Recall F1 Accuracy Precision
LR 0.67 0.67 0.78 0.67
Random Forest 0.67 0.67 0.78 0.67
Gradient Boosting 0.33 0.4 0.67 0.5

Table 3: Accuracy metrics on model trained on Pupil dilation features

6.4 Experiment 4 - Modelling on all the features

After modelling on the three sets of features individually, models were then trained on
all the above features combined. The combined data had all the information from eye
tracking, pupil dilation, and self reported parameters. Multiple models were trained on
the data.

The data contained structure data and image data as well. Multiple framework
were used and applied on image dataset. Frameworks like MobileNet, ResNet, VGG16,
VGG19, InceptionResNet, custom tensorflow sequential model with different combina-
tions of hyperparameters and layers. Even after trying neural network models could not
learn anything. The probable cause for not learning could be less amount of data to train
on (as there were only 47 images). Therefore decision to use machine learning instead
of neural networks for image dataset was taken. To be able to use the image dataset in
machine learning, the images were flattened and dimension were reduced to thirty-four
PCA features.

Different machine learning model were applied like naive bayes, k-nearest neighbours,
support vector machines, random forest, gradient boosting, extreme gradient boosting,
logistic regression with hyper parameter tuning and applying k-fold cross validation. Out
of the above model naive bayes, k-nearest neighbours, support vector machines failed to
learn anything from the data and hence were considered useless and hence are not a part
of model comparison. The model which showed learning were Random Forest, gradient
boosting, extreme gradient boosting (XGB) and logistic regression.

Similar to the previous three experiment’s results, logistic regression showed the best
accuracy in terms of recall, f1 score and accuracy as shown in table 4. Also in this
experiment, logistic regression showed best result as compared to results from the first
three experiments. This shows that all the parameters altogether has higher predicting
power than individually.
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Model Name Recall F1 Accuracy Precision

Logistic regression 1.0 0.89 0.89 0.8
Random Forest 0.67 0.4 0.25 1.0
Gradient Boosting 0.25 0.22 0.22 0.67
XGB 0.25 0.4 0.55 1.0

Table 4: Accuracy Metrics for Models

6.5 Discussion

All the top performing model from all the four experiment was Logistic regression. In
experiment four where model was trained on all the features showed highest recall and
f1 score as shown in figure 8. This shows that all the features combined has the highest
predicting power followed by pupil dilation features, eye tracking features and self re-
ported features. The pupil dilation features performed better than eye tracking and self
reported features and were alone good enough to predict empathy of a person as accuracy
of experiment three is the higher than experiment one and two.

Figure 8: Top performing Model recall and F1 score in different experiments

Because logistic regression performed the best, it was used to extract the most con-
tributing features in the final experiment which had all the features as input. The figure
9 shows the top 17 features extracted from logistic regression. The figure shows that
the most contributing feature was feature from pupil dilation followed by heat map fea-
tures (eye tracking) and self reported features. The figure and the results from all the
experiment shows that pupil data and heat map data are actually a good predictor of
the empathy of a person.
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Figure 9: Most important features

7 Conclusion and Future work

The aim of the research was to create machine learning framework to find empathetic
people using eye tracking, pupil dilation features and some self reported parameters.
Multiple machine learning and deep learning models were applied on whole data and also
on subsets of datasets. Best model in all the experiments was logistic regression. While
model trained on self reported parameters gave the least accuracy followed by model
trained on eye tracking data. Highest accuracy was achieved on on model train on subset
of pupil dilation features. Which shows that pupil dilation derived features were the best
predictor or empathy followed by eye tracking and self reported parameters. The same
was proved when feature importance was found out by logistic regression that was trained
on whole dataset. Hence our hypothesis of finding out empathetic person based on pupil
dilation and eye tracking was proven right.

This research can potentially be used in recruiting process of nurses, doctors, psycho-
logy counsellors or team leaders which needs to be highly empathetic. The framework
designed in the research can help find highly empathetic people with 89% confidence
(using logistic regression) in the recruitment process. Instead of using empathy question-
naire to find empathy of a person which can be falsely answered or manipulated, use of
the framework designed in this research could help find truly high empathetic candidate
for the job profile with high accuracy in automated manner (without manual analysis).

Even though the framework predicts with high confidence, there are some limitation.
The experiment was only conducted on 53 participants and therefore the data is not
enough to train a highly reliable machine learning model. The heat map images were
flattened (which looses a lot of information) for training machine learning mode, if more
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heat maps are provided then the neural network model could be fed with the images
and it could learn from the images which would help in increasing the confidence and
accuracy of the model. Also in future, instead of taking heat map images of gaze pattern
of the whole video if the video itself is used as input to a sequential convolutional neural
network, the accuracy of the model could increase drastically as there would be a lot of
data to learn from the input. This research is based on sad emotion based empathy, in
future models on different emotion based empathy could be made and the empathy of
a person can be an predicted by ensemble or average of result of all the emotion based
models.
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