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1 Introduction 
 

The presented configuration manual document states the hardware and software requirements 

or tools used in the MSc research project “Forecasting Carbon Dioxide Emission from 

Energy Consumption within the Industrial Sector in U.S.”. It also presents the code that was 

used in modeling. 

 

2 System Requirements 

2.1  Hardware requirements  
 

Processor: 11th Gen Intel(R) Core(TM) i7-1165G7 @ 2.80GHz   1.69 GHz 

RAM: 8GB 

Storage: 512 GB 

System Type: 64-bit operating system, x64-based processor 

Operating System: Windows 10 (64-bit operating system) 

 

2.2 Software requirements 
 

Programming Environment: Jupyter Notebook by Anaconda and Google Colab. 

Diagram:  diagram.net (Online software for making charts and process flow diagrams)  

Other tools: Microsoft Word (for making tables), Snipping tool (for taking screenshots of 

diagrams or tables), Microsoft Excel (for reading dataset). 

 

3 Project Development  
 

This section provides a full overview of the steps used to attain the research objectives from 

the beginning of the project to the completion. 

 

3.1 Data collection 
 

The dataset is downloaded from the U.S. Energy Information Administration (EIA)1 that 

contains the monthly carbon dioxide emissions measured in metric tonnes from January 1973 

to April 2021. This raw dataset contains 580 rows and 15 columns which contain the month 

 
 
1 https://www.eia.gov/totalenergy/data/browser/?tbl=T11.04#/?f=M 
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and the carbon dioxide emission from thirteen sectors along with a column for the total 

carbon dioxide emission. The figure 1 shows the dataset that is used for the purpose of the 

research project. 

 

 

 
Figure 1 : Dataset 

3.2 EDA and Data Visualization  
 

This section contains the python code developed for the initial EDA and time series 

visualization. The figure 2 shows the code snippet for it. 

 

 
Figure 2 : EDA and Visualization 

3.3 Checking for Stationarity  
 

The time series data needs to be checked for stationarity . The dickey fuller test is used to 

check if the time series is stationary. The dickey fuller test generates a  p-value which is 

checked , if the p- value is less than 0.05  the null hypothesis is rejected and it is inferred that 

the time series is stationary. The figure 3 shows the code snippet for the same. 
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Figure 3 : Dickey Fuller Test 

3.4 Making time series stationary 
 

If the time series data is not stationary we use differencing to make the time series stationary. 

The time series is also decomposed into its components of trend, seasonality and residuals to 

better understand the time series. Figure 4 shows the code snippet for the same. 

 

 
Figure 4 : Making Time Series Stationary 

 

Once differencing is done , dickey fuller test needs to be performed on the differenced time 

series and if its not become stationary differencing needs to be performed again. Usually 

differencing of order 1 or 2 is sufficient to make the time series stationary. 

3.5 Data Split  
 

The data used by the models is split into 80/20 where 80% of the data is used to train the 

model and the remaining 20% is used for testing. The figure 5 shows the code snippet for the 

same.  

 

 

Figure 5 : Data Split 

3.6 Time series forecasting models 
 

This section contains the python code developed for constructing the forecasting models . 

Jupyter notebook by anaconda is used to develop the Simple Exponential Smoothing (SES) 

model, Holt-Winter Exponential Smoothing model (HW), Autoregressive Integrated Moving 

Average (ARIMA) model and the Prophet model . Google Colab is used to develop the Long 

Short-Term Memory (LSTM) model. Some python libraries like numpy , pandas , matplotlib 

, sklearn are used in the development of the time series analysis models.  
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3.6.1 SES  

 

When there is no evident trend or seasonality, the simple exponential smoothing (ses) model 

is used to forecast time series data. Importing the SimpleExpSmoothing model from the 

statsmodel package is used to build the model. The fit() method is used to train and test the 

model, while the predict() function is used to predict potential values. Figure 6 shows the 

code snippet for the same. 

 

 
Figure 6 : SES Model 

 

The test and predicted values are plotted, and MAE, MAPE, and RMSE values are computed 

with the sklearn and numpy libraries, which may be used to compare the different models. 

The figure 7 shows the code snippet for the same. 

 

 
Figure 7 : SES Evaluation Metrics  

 

The reference for forecasting from SES model was taken from the works of Singh (2018) and 

the reference for calculating evaluation metrics was taken from the works of Müller (2020). 

 

3.6.2 HW 

 

When there is a trend and seasonality in a time series, the Holt-Winter exponential smoothing 

model (hw) is used to forecast it. Importing the ExpotentialSmoothing model from the 

statsmodel library is used to build the model. The fit() method is used to train and test the 

model, while the predict() function is used to forecast future values. The figure 8 shows the 

code snippet for the same. 
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Figure 8 : HW Model 

 

The test and predicted values are plotted, and MAE, MAPE, and RMSE values are computed 

with the sklearn and numpy libraries, which may be used to compare the different models. 

The figure 9 shows the code snippet for the same. 

 

 
Figure 9 : HW Evaluation Metrics 

 

The reference for forecasting from HW model was taken from the works of Singh (2018) and 

the reference for calculating evaluation metrics was taken from the works of Müller (2020). 

 

3.6.3 ARIMA 

 

Importing the ARIMA model from the statsmodel package creates the Autoregressive 

Integrated Moving Average (ARIMA) model. We need to pass the order of (p,d,q). The order 

of ‘d’ is determined by the number of times we difference the time series to make it 

stationary. To determine the value of ‘p’ and ‘q’ the PACF (Partial autocorrelation function) 

and ACF (Autocorrelation function) plots are plotted respectively using the plot_pacf() and 

plot_acf() functions from the statsmodel library. The figure 10 shows the code snippet for the 

same. 
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Figure 10 : PACF AND ACF Plots 

 

Once the order of (p,d,q) is determined the ARIMA model is trained and fitted using the fit() 

function. Using the predict() function the future values are forecasted. The figure 11 shows 

the code snippet for the same. 

 

 
Figure 11 : ARIMA Model 

 

The test and predicted values are plotted, and MAE, MAPE, and RMSE values are computed 

with the sklearn and numpy libraries, which may be used to compare the different models. 

The figure 12 shows the code snippet for the same. 

 

 
Figure 12 : ARIMA Evaluation Metrics  

 

The reference for forecasting from ARIMA model was taken from the works of Singh (2018) 

and the reference for calculating evaluation metrics was taken from the works of Müller 

(2020). 

 

3.6.4 Prophet  

 

Importing the Prophet model from the fbprophet library is used to create the Prophet model. 

The data for the month and timeseries are loaded in a dataframe, with the column names 

changed to 'ds' and 'y'. The data is split into two categories: 80% for training and 20% for 

training. The figure 13 shows the code snippet for the same. 
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Figure 13 : Data Load & Data Spilt Prophet 

 

The Prophet() method is used to create the model. The fit() method is used to train and fit the 

model on the training dataset. To generate future predictions, the make future dataframe() 

method is used to build a dataframe containing future dates, with the periods and frequency 

parameters provided in. The forecasts' frequency is set to 'MS' (Month Start). To generate the 

forecast, the future dataframe is supplied to the predict() method. The figure 14 shows the 

code snippet for the same. 

 

 
Figure 14 : Prophet Model 

 

The test and predicted values are plotted, and MAE, MAPE, and RMSE values are computed 

with the sklearn and numpy libraries, which may be used to compare the different models. 

The figure 15 shows the code snippet for the same. 

 

 
Figure 15 : Prophet Evaluation Metrics 
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The reference for forecasting from Prophet model was taken from the works of Brownlee 

(2020) and the reference for calculating evaluation metrics was taken from the works of 

Müller (2020). 

 

3.6.5 LSTM 

 

The model for long short-term memory (LSTM) is built in Jupyter notebook with Google 

Colab. The time series data is imported from Excel into a Jupyter notebook dataframe. The 

seed() parameter is set to ensure that the model is repeatable. The dataframe index is assigned 

to the 'Month' column with index frequency set to 'MS', and the 'Month' column is 

transformed to a datetime. Training and testing data are separated from the time series data. 

Figure 16 shows the code snippet for the same. 

 

 
Figure 16 : Data Load & Data Split LSTM 

 

The MinMaxScaler, which converts values in the range of 0 and 1, is used to change the 

values in the train and test sets. The model's sample input and output components are 

generated by the TimeseriesGenerator. Figure 17 shows the code snippet of the same. 

 

 
Figure 17 : LSTM Tranformation and Generator 
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The loss function is plotted after the LSTM model has been trained and fitted using 50 epochs 

on the train dataset values. The figure 18 shows the code snippet for the same. 

 

 
Figure 18 : LSTM Model 

 

 To forecast values, the predict() function is used. The code snippet is shown in figure 19. 

 

 
Figure 19 : Prediction using LSTM 

 

The test and predicted values are plotted, and MAE, MAPE, and RMSE values are computed 

with the sklearn and numpy libraries, which may be used to compare the different models. 

The figure 20 shows the code snippet for the same. 
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Figure 20 : LSTM Evaluation Metric 

 

The reference for forecasting from LSTM model was taken from the works of Hebbar (2021) 

and the reference for calculating evaluation metrics was taken from the works of Müller 

(2020). 
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