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1 Introduction 

The software requirements, hardware requirements, and system setup would all be 
covered in this configuration manual. In addition, the following codes have been utilized for 
programming that has been created for the purpose of putting the research study into action: 

”Improvised ICD-10 (International Classification of Diseases 10th Revision) Code 
Prediction using Machine Learning” 

 

2 System Configuration 

2.1 Hardware 

Processor: AMD Ryzen 5 3500U with Radeon Vega Mobile Gfx  2.10 GHz; RAM:8GB Storage: 
512 GB SSD; Operating system: Windows 10, 64-bit. 

 

2.2 Software 
* Python, utilizing the Jupyter notebook: data analysis, data cleansing, pre-processing, and 

manipulation are all covered. Cross-validation, as well as the development of machine learning 
algorithms and word embeddings, were accomplished through the use of Python modules. 

* Microsoft Excel: Used for saving of data, data exploration, and plots for explorations. 
 

3 Project Development 

The following are the steps involved in project development: data extraction from a pickle 
file, data preparation, model creation, model validation, word embedding setup, and cross 
validation to determine which model is the most effective. 
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3.1 Data Extraction 

Our data originates from Kaggle, which is a freely available source of information. Many pieces 
of information are contained within HTML files that have been scraped from the 
icd10data.com website. Each HTML file is allocated to a specific ICD code category, which may 
be found here. This HTML file contains the whole set of ICD code detail information. In the 
html file, there is a section titled 'Synonym' where we will submit this synonyms data as input 
for the model to train based on the synonyms text to predict the ICD code, and this data will 
be stored in a database. 

 

Figure 1: Data Extraction 

 

3.2 Data Preparation 
For the sake of this stage, we'll divide the data into two sections: one for training and another for 

testing (Botta-Dukát, 2008) . In all, we have around 80,000 records. We will create our test data from 

the train data because we do not have enough entries for each class to use the train data as is 

currently. Selecting 20,000 records at random from train data, we'll switch the wording in the 

synonyms to make it difficult for the machine to predict the outcome. 
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Figure 2: Data Preparation 

 

4 Code used for Machine Learning Models 
This study has involved the implementation of six machine learning models and one deep learning 
model in total. The coding for this study was completed using the Jupyter Notebook programming 
language. Because the entire code was written in Python, it was only necessary to perform the 
correlation, cleaning, and model functions. It is intended that the following programs for 
explanation be used in the following ways: cross validation, imbalance of classes, word 
embeddings, and experiments on models. 
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Figure 3: Machine Learning Models 
 

5 Deep Learning Model 
 

We have implemented the ICD-10  classification (Maier, Philipp and Zaudig, 1990) with on the basic 
deep learning technique  called MLP classifier. Before performing multilayer perceptron model, we 
will perform LASER embedding (Aluru, Mathew, Saha and Mukherjee, 2021) in our features which is 
considered as a language model published by Facebook known as Language-Agnostic Sentence 
Representation. 
 

5.1 Laser setup: 
 

 

Figure 4: Laser setup for word embedding 

5.2 Cross validation: 
 
With the use of the gridsearchCV crossvalidation (Browne, 2021) approach, we were able to 
determine which parameters would work best for the mlp classifier. 
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Figure 5: GridSearch Cross Validation 

 

5.3 MLP Classifier: 
As a pickle file, we have stored our trained model (Patil and Yardi, 2012) based on the best 
parameters that we have found. As a result, every time we run the model, it will automatically 
choose the file and provide the forecasts. 
 

 
 

Figure 6: MLP Classifier
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