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1 Introduction 
 
This configuration manual report provides a detailed synopsis of the hardware, software, 
library packages, and programming languages used to implement the project i.e., “Con-
textual Healthcare Chatbot using Deep Neural Network”.  In addition to the hardware and 
software specifications, the document also shows the functions and procedures used to 
develop the deep learning model and pre-process the raw training data.  By referring to this 
document, the future researchers will be able to simply replicate this research for further 
analysis, review, and extension. 

This guidebook is divided into the sections below: The section 2 explains the hardware 
and software configuration of the system on which the project was executed.  Methods and 
procedures executed to clear, transform the input data is outlined in the section 3. The 
section 4 illustrates the way models are implemented and finally the section 5 shows the 
evaluation and performance of the models. 
 
2 System Configuration 
 
In this section, the system configurations required to implement and execute the project are 
described. 
 

2.1  Hardware Specification 
 
Operating System macOS	Monterey	(Version	12.1	(21C52))	 
Processor 3.5	GHz	Dual-Core	Intel	Core	i7 
RAM 16	GB	2133	MHz	LPDDR3 
System	Type	 64-bit	CPU	 
No.	of	Processor	 1	 
Total	no.	of	Cores	 2	 
 
 

2.2 Software Specification 
 

• Programming	Language:	Python 
• Language	Version:	Python	3.8.5 
• Editor	Used:	Jupyter	Notebook	(Google	Colab)	 
• Distribution:	Anaconda	Distribution 



 

2 
 

 

Libraries used:  

Library	Name	 Usage 
Numpy	 To	perform	a	wide	variety	of	mathematical	operations	on	arrays	 
Pandas	 For	loading	the	data	and	performing	numerous	statistical	

analysis	 
random	 To	shuffle	the	input	dataset 
Json To	load	and	work	with	JSON	file	 
re	 To	clean	the	input	dataset	 
nltk	 Used	to	work	with	natural	language,	and	for	per-	forming	

actions	like	tokenization,	stemming,	lemmatization	on	the	text	
data	 

tensorflow	 Numerous	sub-packages	from	tensorflow	package	were	
imported	to	create,	fit	and	predict	the	Sequential	model	 

datetime	 To	work	with	system	date	and	time	 
os	 To	work	with	system	folder	structure	in	order	to	load	and	save	

data	 
sklearn	 To	create	Machine	Learning	models	and	evaluate	them	 

 

 
Figure 1: Libraries Imported 

 
3 Data Handling 
 
The dataset was sourced from various open-source websites like Wikipedia, WebMD etc and 
then stored in JSON format. 
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Figure 2: Data stored in JSON format 

 
 

3.1 Loading Dataset 
 
The JSON data file was loaded into the project space using json.load() function. 
 

 
 

Figure 3:  Loading the data into project space 
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3.2 Data Description 
 
Each tag of the loaded json data was iterated through, and all the tags, classes are stored in 
list format.  
 

 
Figure 4:  Creating a Document with all the words, tags 

 
 
As shown in the Figure 5, a total of 307 distinct words, 196 distinct tags and the whole 
document contained 1493 records.  
 

 
 

Figure 5: Total number of words, tags, and length of the document 
 
 
 
 
In the Figure 6: word cloud of the Tags and in the Figure 7: world cloud of the words are 
shown. 
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Figure 6:  Word Count of Tags 

 

 
Figure 7:  Word Count of Words 
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3.3 Data Pre-Processing and Transformation 
 
As shown in the Figure: 8, the input text data was first tokenized, stemmed, and 
Lemmatized. Then a Word Vector using Bag of Word (BoW) technique was created. The 
word vector sparse matrix was then segregated into Independent and Target variable. The 
independent variable (X) has 1493 rows and 307 columns. Similarly, the target variable (Y) 
has 1493 rows and 196 columns. 
 
 
 
 
 

 
Figure 8:  Create a Word Vector for training 

 
 

3.4 Train and Validation split 
 
The input data is then split into train and validation set as shown in Figure: 9. 
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Figure 9:  Create Training and Validation Dataset for the DNN and Naive Bayes model 

 
 
 

4 Model Initialisation and Implementation 
 
 
 
 
A multi-layered deep neural network with 4 layers (Figure:10) was created. A total of 64,580 
trainable parameters initialized (Figure: 11) in the model. 
 
 

 
Figure 10:  Deep Neural Network Model initialization and Fitting 
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Figure 11:  Deep Neural Network Model Summary 

 
 
 
 
 
 
 
 
 
 
For comparing the performance and accuracy, a Naïve Bayes model was created and trained 
(Figure: 12) with the same input data. 
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Figure 12:  Naive Bayes Model 

 
 
 
 
 
 
 
5 Evaluation 
 
Figure: 12 shows that after running for 200 epochs the DNN model attained training 
accuracy of 97.25 % and validation accuracy of 80.53 %. Similarly, after 200 epochs the 
training loss was 0.04 and validation loss was 2.02.  Figure: 13 illustrates the Deep Neural 
Network Model’s Accuracy vs Epoch plot and Figure: 14 displays the Loss vs Epoch plot.  
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5.1 Evaluating the DNN model with Accuracy metrics 

 
Figure 13:  DNN Model Accuracy Vs Epoch 

 

 
Figure 14:  DNN Model Accuracy Vs Epoch 
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Figure 15:  DNN Model Loss Vs Epoch 

 

5.2 Evaluating the DNN model with real-time user queries 
 
At first the incoming user query sentence was cleaned, pre-processed and converted into a 
Bag of Words (Figure: 16). 
 

 
Figure 16:  Clean and transform the User Input 
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Secondly, the user query was predicted by the trained DNN model, and the prediction was 
matched against the intent tags. Once a matching tag found, a sample response from that 
intent is sent to the user.  Also, the contextualization capability was added to the chatbot 
using python dictionary data structure (Figure: 17). 
 

 
Figure 17:  Classify and add Contextualization capabilities 

 
The customized function chat() (Figure: 18) simulates the interaction between the chatbot 
and user by providing a input box. 
 

 
 

Figure 18:  Function to interact with User 
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As shown in Figure:19, the user is able to ask healthcare related queries to the chatbot, and 
the model is providing the user appropriate responses. 
 

 
Figure 19:  Sample conversation with the user 

 
 
 
 
 
 
 
 
 
 
 
 
Figure: 20 shows a user defined GUI function which takes user input through and interactive 
window (Figure: 21) and provide suitable responses. 
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Figure 20:  Function to create a Chatbot GUI 
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Figure 21:  Sample conversation with the user in chatbot GUI 

 
 


